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Abstract—Multipath routing allows for load balancing and fast  can be modified to increase the level of protection of a networ
re-routing in order to improve the reliability and the effici ency (]23]). However, if IGP weights are not tuned to favor the
of the network. Current IP routers only support Equal Cost oAt :

MultiPath (ECMP) which guarantees that the forwarding paths \I/Evﬁil(\:/th Eu(t:lll\lllzgtlggr’] theen thu?tinlue mebelja?fcgc;l:te;tﬁglriz SS:WTSV?,
do not contain loops. However, ECMP provides limited path - ) p_ q p : y )
diversity. In this paper, we present an efficient a|gorithm hat as it is the case with the Abilene network which uses link
allows routers to enable more path diversity: our algorithm let latencies as IGP weights.

each router computes at least the two best first hop distinctaths  There are two main approaches to avoid this limitation using
towards each destination and achieves a good tradeoff beter multiple unequal cost paths between a pair of routers. On the

path diversity and overhead. . .
In addition, we propose a multipath routing scheme whose °N€ hand, source multipath forwarding schemes (e.g., [14] o

goal is to combine fast re-routing and load balancing loopsee [25]) can use MPLS with a signaling protocol (suchR8VP-
routes. The low overhead of our scheme (no additional signalg TE) to establish the desired routes. On the other hand, hop

messages and low complexity) and the nature of its loop-free by hop multipath forwarding schemes can be used to limit the
rules allow to incrementally deploy it on current IP routers. signalization overhead. They do not require end-to-encsig
Using actual, inferred, and generated topologies, we compa . . L
our algorithm to existing solutions. ing, packet marking or another layer of encapsu_latlon in the
data plane. However, routers must select and validate @subs
|. INTRODUCTION of their next hops such that their distributed compositioes
Multipath routing allows for load balancing and fast renot create forwarding loops (see [43], [44] and [46]).
routing in order to enhance the network reliability and ef- In this paper we focus on this second type of schemes.
ficiency. Despite these potential benefits (e.g., [7] or J11]We propose a distributed forwarding scheme that computes
most IP networks still use unipath routing protocols such asset of loop-free routes allowing to enable fast reactions i
OSPF or IS-IS. With these routing protocols, the forwardingase of failure or congestion. Our approach is incremsntall
engine only reacts upon topology modifications, intentiondeployable in the sense that it provides loop-free routes ev
or not, but not upon traffic variations. Dynamic multipathf only a subset of routers implements our solution.
routing (e.g., [45], [44], or [5]) can provide services such The main contribution of this paper is a multipath computa-
as load balancing to reduce delays and improve throughptidn algorithm computing at least two paths towards any des-
Furthermore, the recovery of an IP network after failurefation if the network is 2-edge connected. On the one hand,
depends on the time necessary for the convergence of thbas been demonstrated (see [31] for a formal description o
underlying routing protocol. Pre-computed alternate@swian the problem, or [4] for a measurement based evaluation with a
be directly used as emergency exits without waiting for thmultihoming perspective) that two forwarding alternasiare
routing protocol convergence. generally sufficient to strongly improve the network usage.
In the context of intra-domain multipath routing, curren®©n the other hand, for resiliency purpose, two pre-computed
IP routers only support Equal Cost MultiPath (ECMP) tdéorwarding next hops per destination are sufficient to prte
enable path diversity. This feature uses a simple variathef the network from single link failures. To achieve those goal
Dijkstra algorithm [13] where equal cost paths are inhdritén a hop by hop forwarding context, we present an algorithm
during the computation of the Shortest Path Tree (SPT). Thelled TBFH which computes the Two Best First Hop disjoint
optimality of sub-paths computed with ECMP ensures thgaths. To the best of our knowledge, our proposition is the
loop-freeness of this approach, but restricts the number loivest time complexity solution that performs this computa
valid forwarding paths. The advantages of ECMP are limitegtbn. The time complexity of our algorithm does not depend
to cases where equal cost paths exist. Note that IGP weigbtsthe degree of the calculating router as it is generally the
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case with existing methods. @ @

In addition, we provide a general multipath forwarding 2
scheme whose goal is to combine load balancing and fast re- 2 2 DC
routing capabilities. Finally, we also investigate andcdss

PR

several deployment issues. In particular, we focus on the @ ! @ @

multipath interaction with TCP and we also propose différen

levels of tradeoff between complexity and path diversity. (@) A weighted topology (b) Validation rules
The remainder of the paper is organized as follows: Sec. Il

presents the general context of multipath hop by hop forward Fig. 1. Alternate paths and validations rules

ing while Sec. Il provides technical details of our propimsi.

Then, Sec. IV deals with deployment considerations. Amally, e may exist several forwarding paths using the same first

Sec. V gives an overview of the related work and Sec. \Hop n, in the path computation phase we focus on the best

shows the efficiency of our approach using a large variety @famentary path using as first hop. In the remainder of the
networks.

paper, as we consider a distributed forwarding plane,redter
II. HOP BY HOP MULTIPATH FORWARDING paths are first hop distinct so that terms primary/alterpaths
P;, j > 1 refers to primary/alternate next hop&H;, j > 1.

h In thlls_se(;]tuf)n Wedc_iescrll:r)]e the clontr(]a_xt related to hop t? particular, we focus on the next hop which will be usedrafte
op multipath forwarding schemes. In this context, comqtut?he convergence of the routing protocol following the feglu

paths are elementary and first hop distinct. Table | lists t%ef the primary next hop. We call such a next hofpeal post

graph definitions used n the paper. For thg sake of C'aT'W a onvergenceext hop: it is the first hop of the optimal alternate
without loss of generality, we do not consider the multidrap,

issue: a first hop is equivalent to a successor node, the nexbéfinition 1: A nodev is a local post convergence next hop
hop. . . . . for a pair[s,d] if v=NHs(s,d).

The functionw assigns the weight of each edge whlgh IS Now, let us define a safety property for hop by hop for-
rooded_ py the rqutlng protocol. Paths are sorted accordmgv(larding protocols guaranteeing the forwarding loop-fieesan
an additive metricC', and we focus on shortest paths having pefinition 2: A forwarding scheme is loop-free at the router
distinct first hops. With a hop by hop forwarding perspectivgy,e| if it always converges to a stable state such that when

only the next hop, e.g., the first hop of a computed path, il Usgny routers forwards a packet towards any destinatibnia
in the forwarding plane: the distributed composition ofsidae_ any validated next hop, this packet never comes backgo

next hops forms forwarding paths, the routes. To distifguis nqte that a post convergence next hop does not provide any
equal cost paths, we consider the lexicographical orddref t guarantee of loop-freeness during transient periods aflogy

first hops. _ _ , changes. Let us consider the example of the weighted topolog
Conceptually, with a hop by hop link state routing protocqlien in Fig. 1(a). The primary path, (a,d), denoted PR in

using multiple unequal cost paths, two phases are NeCessal 1(b), has a cost of';(a,d) = 1 while the local post
to ensure loop-free forwarding: a multipath computation a&onvergence next hop = N Hy(a,d) for this pair (a,d) is
gorithm and a validation process. The first phase computgs first hop of the pattP, (a, d) whose cost i€ (a, d) = 4.
a set of alternate paths using distinct first hops towardb ea¢ , sesh as an alternate next hop for destinatiénthen a

destination. This phase is detailed in Sec. Il while SecC I forwarding loop between andb may appear ib also uses:
provides a brief description of existing work. The seconds#h o 4 alternative next hop far This figure illustrates the need

selects among such alternate paths those ensuring a l@ep-fg; |oop-free rules to enable multipath routing in IP nethsr
forwarding scheme. More precisely, this phase ensures that

any hop by hop composition of the validated next hops doés Fast re-routing
not create forwarding loops. Sections II-A and 1I-B provide Fast re-routing techniques improve network resiliencghfe
examples of such validation processes for fast re-routimy aniques such as loop-free alternatés4, [6]) are generally
load balancing purposes. able to cover more than half of the network from single link
In order to describe these phases more deeply, let us defimiture (Sec. VI-C and [18] provides an evaluation of the LFA
two kinds of paths. Aprimary path denotes the optimal pathcoverage in actual IP networks). The purpose of LFA is to
linking a given pair of nodegs,d). The path optimality select backup next hops in order to handle local failures wit
depends on the cost according to the link weight& and a very low overhead. When such LFA next hops exist, it allows
a lexicographic order to rank equal cost paths. The cost tof avoid the use of more sophisticated re-routing schemle suc
a path is given by the metric used ey (which is usually as MPLS-FRR [41] or Notvia [9].
additive and such that takes link capacities into account). For In case of failure, the goal is to quickly converge towards
a given pair(s, d), analternatepath is a path whose first hop isthe new stable routing state and, during this fast conveen
distinct from the first hop of the primary pafh (s, d). In the period, select backup next hops that do not induce transient
context of hop by hop forwarding, a route to a destinatida loops. Five periods determine the convergence time of a link
defined by its first hop: the next hop used to redcAlthough state routing protocol ([19]):



TABLE |
GENERAL NOTATIONS

[ Notations | Definitions |
G(N,E,w) | oriented graphG with a set of nodesV, a set of edge€’ and a positive valuation of edges
e = (z,y) edgee € I connecting node: to nodey
suce(x) set of successor nodes of
deg(x) outgoing degree of node, deg(z) = |succ(z)]
Pj(s,d) 4" best elementary path linking to d. This is the best path
j < deg(s) whose first hop is distinct from the first hop of thie- 1 best paths
Cj(s,d) cost of the elementary patR; (s, d)
NH;(s,d) 4" best next hop computed ontowardsd.This is the first hop ofP; (s, d).

1- The physical layer reaction time (e.g, SDH or SONEThan the one obtained with ECMP (Sec. VI-C also highlights

alarms). this result in actual IP networks). Note that the ECMP and

2- The link layer reaction time (e.d;jlello or BFD mes- the DC rules can be used both for load balancing and fast
sages). re-routing purposes.

3- The advertisement flooding time (e.g, the exchange ofIn Fig. 1, node: is a DC next hop for the paib, d). Indeed,
Link State Advertisements messageSA. the path(a, d) has a cost strictly lower than the one (f d).

4- The SPT re-computation time (the update of the Routidgpte that a DC next hop is also by construction a LFA next
Information Base, RIB). hop, but the reciprocity is not true. The LFA next hoploes

5- The Forwarding Information Base (FIB) update. not verify rule (2) for the paib, d).

Techniques such as LFA allow to save the three longgst ajternate path computation
periods, the LSA flooding time and the RIB and FIB updates

: : : The path computation method used in OSPF or IS-IS
(steps 3 to 5). Indeed, with the appropriate FIB architectur ) . .. )
(Sec. llI-A), if there exists a local pre-computed alteenaext Is a Shortest Path First algorithm (SPF) such as Dijkstra’s

hop, it is possible to use it during transient periods of togy algorithm. To enable the; diversity Orf] fo_rrv;/]ardingl pf;\thhs_,sitti
change. A LFA next hop verifies: necessary to compute alternate paths. The goal of this phase

is to compute a set of elementary paths whose first hops are
Ci(v,d) — Ci(v,s) < Ci(s,d) (1) distinct: the candidate next hops.
i _ _ In order to compute costs; (v, s) used in rules (1) and (2)

This rule means that does not use as its primary next hop o1 any neighbow and any destinatiod, a router can perform
to reachd. The LFA rule guarantees the absence of forwardingtiple SPT computations. This computational phase ailow
loops as long as there is only one link failure in the netwotk. 1 4y0id the exchange of messages between neighbors. The
Fig. 1, node can validate node as a LFA next hop protecting mqst trivial technique consists in computing the SPT of each
from the failure of the primary first hofb, d). Indeed, the path pgighnor of the root node ([6] and [33]). This kind of methed i
(¢, d) has a cost that is strictly lower th@h (¢, b) +-C1(b,d) = denoted kSPF in the remainder of the paper. The €oét, s)
3. used in rule (1) can be computed either thanks to a reverse
SPT computation, or using the SPT rooted abr considering

. . ) the minimum between the shortest elementary path conmectin
Load balancing allows for congestion avoidance: severglyng 4 which usesv as first hop and the cost; (s, d). The

next hops can be used simultaneously to provide routipghin dgrawback of a kSPF algorithm is that it increases the
flexibility and increase the total bandwidth of each flow. Thgye complexity of the computation phase by a multiplicativ
ObjeCtIV?. is to find a set of next hops whose distributed ctor of 1 = deg(s). For routers having a large degree, this
composition does not induce forwarding loops. Strongeesul,cior is not negligible and the time complexity overhead ca
than with the re-routing issue are necessary: we need 48:ome significant for large IP networks.
compute loop-free next hops that can be simultaneously. usedg,,, proposal focuses on post convergence next hops which
To increase the number of forwarding alternatives comparggh first hops of optimal alternate paths. On the one hand,
to ECMP, the simplest rule to select a next hopn a router i ajiows to strongly reduce the time complexity required by
s (such thatv € succ(s)) is the downstream criterion(DC)  the multipath computation phase. Indeed, the time cormglexi
which can be expressed as follows: of our algorithm is lower than two SPT computations. On the
C1(v,d) < Ci(s,d) ) other hand, fopusi_ng on post convergence ngxt hqps mingmize
the path flapping in case of failure as described in Sec. IV-B.
This rule is defined in [1], used in OSPF-OMP [43] andHowever, in some singular cases described in Sec. lll-Dethe
is denotedLFl in [44] (with an additional property avoid- does not exist post convergence next hops verifying rulgs (1
ing forwarding loops even in transient periods of topologgr (2) while there exists valid next hops. In these cases, the
changes). Gojmerac and al. [20] have shown that the pathth diversity is not optimal compared to a kSPF algorithm
diversity achieved by this simple rule is much more impartamapplied to rules (1) or (2). In Sec. VI-C, we show that post

B. Load balancing



convergence next hops are sufficient to perform an intexggsti  The first mode is dedicated to load balancing (PR+MP sets):
tradeoff between path diversity and computation time. €as®r a given destination, all next hops belonging to the MP
where there exists a valid alternate next hop while theres doset can be used simultaneously with the primary next hop to
not exist a valid post covergence one are extremely rare. enable load dependent routing. The second mode (using the
Furthermore, our approach may allow for considering mofeRR set) is used for fast reroute when all next hops in the load
sophisticated forwarding architectures such as the inegmibalancing mode have failed, e.g., it provides loop-freet nex
interface dependent forwarding scheme described in [28pps able to locally handle a failure outage during trarsien
Indeed, with the scheme developed in [29], it can be useful period of topology changes. During the outage, note that FRR
know neighbor alternate costs in order to provide greatdr panext hops can be added to the MP set if they verify the DC
diversity than with a forwarding scheme solely based on thele usingCy(s,d) as primary cost. The last mode can be
destination. used to improve the fast convergence (FC) in case of failure
(no more valid next hop in the PR/MP and FRR modes), e.g.,
it allows to directly use the new best next hop but does not
The goal of our algorithmic approach is to provide the tW@rovide any guarantees on forwarding loop-freeness. I8 thi
best first hop disjoint paths between each pair of routersghper, the MP set corresponds to the DC rule, the FRR set to
such paths exist (the network must be 2-edge connected). {Qf | FA rule and the FC set consists in post convergence next
that purpose, we propose a multipath computation algorithiaps that are neither in the DC set nor in the LFA set. Note
able to compute a set of paif$C;(s,d), NH;(s,d)]} vaen  that the FC next hops set can be empty if the FRR method

Containing at |eaSt the two beSt elementS for eaCh deﬂmatgrovides a Comp|ete Coverage for a given destination.
d. Using such a multipath computation algorithm, rule (2) 5, scheme can be summarized this way, for a given
becomes: destinationd, if a failure occurs:

IIl. OUR PROPOSAL

Cj(s,d) —w(s,v) < Ci(s,d) (3) - locally on the primary next hop towards use alternate
next hops instead, and trigger IGP convergence.

- locally on an alternate next hop towardtsdo not use this
alternate next hop anymore and trigger IGP convergence.

- remotely (a LSA is received): remove DC next hops
whose alternate paths towardscontains this link and

Cj(s,d) —w(s,v) = Ci(v,s) < C1(s,d) (4) trigger IGP convergence.

If the next hopv = NH;(s,d) satisfies rule (3), them is a
valid DC next hop: thej** best next hop can be used by
to reachd because it satisfies Definition 2. For fast re-routing
objective, the LFA rule (1) becomes:

Rule (4) takes the terr’; (v, s) into account such that a DCIn this scheme, triggering IGP convergence means recomput-
next hop is also a LFA next hop. However, a LFA next homg primary next hops and then compute and validate alternat
which does not verify rule (3) satisfies Definition 2 only if ithext hops. We assume that the FIB architecture is designed
used after the failure of the links, NH,(s,d)) (and if there to contain multiple next hops towards a given destination
is no other failure in the network). The nature of the forwarding function is not in the scope
To summarize, our approach follows these three steps:  of this paper. However, an architecture such as PIC (Prefix
1- it uses a classic link state control plane to get topokigicdndependent Convergence FIB architecture which is already
information (LSA flooding), supported by recent Cisco Systems platforms, [17]) giveseso
2- it uses a multipath computation algorithm instead of i@sights about such a forwarding function considering B/
basic SPT to compute primary and candidate a|tern£@P interaction. Such an architecture allows to activate th

next hops, switchover to alternate next hops in a time that does nogescal
3- it uses a specific condition in order to ensure the loopth the number of impacted destinations.
free property and thus select valid next hops. However, the use of the LFA rule without considering DC

Note that our multipath computation algorithm can be usétxt hops may create transient forwarding loops. In order to
with non local loop-free rules. We provide DC and LFA rulegse the load balancing mode during transient periods ofitopo
to illustrate two simple applications. Using IP-in-IP teting 09y change, PIC needs to be complemented with a forwarding
capabilities [8], it can be demonstrated that the protectidunction ff(d,l) — {NH} able to act as a filter to avoid
coverage can be complete if IGP link weights are symetrigmote failing linki. { N I7} denotes the set of remaining valid

and if the network is 2-edge connected. next hops towardd after the failure of. In order to combine
o ) _ DC and LFA next hops without generating transient loops, the
A. Combining re-routing and load balancing ff function needs to take remote link failures into account

We envision a combined load balancing/fast reroute schemging LSA. If the failing link is included in an alternate pat
using three modes of forwarding instead of a single om®rresponding to a DC next hop towardisthis DC next hop
containing only the primary next hops set (denoted PR). trmannot be included i§N H}. The removal of alternate paths
order to improve the forwarding diversity, we define threts secontaining the failing link allows to avoid transient loogsd
of next hops: the MultiPath set (MP), the Fast-ReRouting situs combine load balancing and fast rerouting. Note that th
(FRR) and the Fast Convergence set (FC). is also possible to simply de-activate the MP set during the



IGP convergence. Obviously, the tradeoff between the gdiihe union of these four subsets captufesA direct conse-
(combining load balancing and fast rerouting) and compjexiquence of this decomposition is the fact that an alternatte pa
(taking remote failures into account) of this improvementsin contains at least one transverse edge. Fig.2 illustrateedge
be analysed. Indeed, the gain of enabling load balancingglurpartition in a simple graph. Note that we consider that the
the IGP convergence depends on traffic demands. Note thatwedghts of each link is fixed td such that the metric that
functionalities and associated gains suggested in thisrgdgp we use is the path length in hop number. The SPT rooted at
not rely on such a FIB feature. s includes three branches illustrated by three differentrsol
FRR next hops are used to provide emergency exits durifigack, grey and white nodes). In this topology, there are tw
periods of convergence whereas MP next hops are designetransverseedges (dashed arcs) and timbernal edges (dotted
perform load balancing. A possible application of our schenarcs). The plain edges form the SPT. The edgesnd:, are
is to implicitly expose multiple forwarding paths to end tws called internal because they connect nodes belonging to the
Thus, at layer-4, end hosts can take advantage of the mgpulame branch, whereas edggsand ¢, are transverse edges
distributed path diversity thanks to a path selector meisihan because they connect nodes belonging to different branches
This mechanism and related issues with TCP are detailedArnpath must contain nodes of at least two different branches

Sec. IV-B. to be an alternate path except if the first hopf the alternate
path corresponds to a transverse edge. In this case, thizsmea
B. Alternate Path Properties that the shortest path towards neighlbas not the direct link

8P that this direct link corresponds to a transverse edge. In

y case, this implies that an alternate path contains at lea

e transverse edge. In the hop by hop forwarding context, an
ternate path is necessarily a k-alternate path for Somel.

Fig. 2 illustrates the k-alternate paths terminology. Edge
([so h), (s,i) and (s,n) are the three first hops (thick arcs)
linking s to the three branches. Path, h,n) is a simple
alternate path and(s,i,j,e,c¢) is a l-alternate path. Path

i2 (s,m,h,e,j) is 2-alternate, it contains two transverse edges
@(”>@<_©_’@ t1 andts.

In practice, it means that routeruses three primary next

hops for its forwarding planeNH;(s) = {h,i,n}. If the

g@ - 0 e destination belongs to:
transverse ed s - {a,b,¢,d, e, h}, s usesh as primary next hop.

In the context of hop by hop forwarding, an alternate pa
denotes a path whose first hop is distinct from the one of tR8
primary path. More precisely, we are interested in a sub
of alternate paths verifying the post convergence proper
the optimal 1-alternate paths. Table Il summarizes dedimiti
related to our path terminology. Fig. 2 serves as a basis
understand properties of 1-alternate paths.

- I tz\\ T - {i,7,k,1, f, g}, s usesi as primary next hop.
internal edge h - {m,n,o}, s usesn as primary next hop.
""" ” @ 0 - 0 Furthermore, having a post convergence next hop=
branch edge k\ 1 d i N Hs(s,n) (the first hop of a simple alternate path) verifying
_— \ ¥ rule (4) means that can useh as a LFA next hop towards
first hop edge t \\ ° S “ destinationn. By generalizing to all nodes ibranch,(s),

5 \ s can useh as a LFA next hop for any destination in
N l {m,n,o}. Indeed, there exists a 1-alternate path verifying rule
(4) towards each of these destinations.

\
N
@ @ @ C. Optimality of 1-alternate paths

Fig. 2. Branches, transversandinternal edges In this section, we describe the properties of alternathspat
_ that contain only one transverse edge: 1-alternate pa#ts. L
Given a root nodes, the set of edgesof a graph can be pe the operator representing path concatenationeanel the

partitioned into four subsets: notation for an empty path.
- Edges connecting to first hops of primary paths. Several alternate paths using the same first hop towards
- Edges belonging to subtrees of the SPT forming given destination may exist. Considering destinatipnve
branches focus on the best path among the set of 1-alternate pathg usin

- Transverse edgesonnecting two distinct branches orthe same first hop towards To refer to those paths we use
connecting the root and a branch without being thethe termoptimal 1-alternate pathAn optimal 1-alternate path
first hop of a primary path. P(s,d) can be decomposed as follows:

- Internal edgedinking nodes of the same branch without P(s,d) = p1 o (2,y) o pa

belonging to this branch. ’ ’

with p; € {P1(s, ), ¢}, edge(z, y) € trans(G, s), andps not
1we consider both directions of each edge. containing any transverse edge. Note that the simple aliern



TABLE Il
MULTIPATH TERMINOLOGY

| Terms | Definitions |
NH(s) set of primary first hops € succ(s) such thadd € N | h = NHi(s,d)
branchy(s) subtree of the SPT of rooted at a neighbok € N H; ()
transverse edge an edge is transverse if it connects two distinct branéhesichy, (s) and
branchy(s) or if it connects the root and a noder # h in a branchy(s)
trans(G, s) set of all transverse edges considering a root noded a grapiG(N, E, w)
internal edge an edgee = («x,y) is internal if it connects two nodes andy
belonging to a giverbranchy(s) and such thae ¢ branchy, (s)
k-alternate path a path is k-alternate if it contains exacttytransverse edges
simple alternate path a l-alternate patfls, ...,nm,d) such that(s, ...,nm) = Pi(s,nm)
€ Pi(s,d) and (nm, d) is a transverse edge

pathp; o (x,y) is by definition entirely edge-disjoint from thecomputation of the set of primary next hops and partitions
primary pathP; (s,d). The optimal 1-alternate path betweerthe graph into several non connected components. These
s andd verifiespy, = P (y, d), wherep, may contain one or connected components are given as an input for TBFH-2
several internal edges. We have the following property: ~ which performs a SPF algorithm on each of them and then
Property 1: If there exists an alternate paftf from s tod, returns a set of candidate couples (alternate next hopnatee
then there exists a path fromto d whose cost is not greatercost). The separation between those two phases is useful
than the one ofP’ and containing only one transverse edgeto uncouple the primary next hops computation from the
Proof: Let P = (s,...,n;,n:41,...,d) be an alternate computation of candidate alternate next hops. Hence, it is
path froms to d where(n;,n;.1) is the last transverse edgepossible to forward packets on primary next hops while the
of P. Let Pi(s,n;) be the primary path frons to n;,. Then, computation and validation of alternate next hops is pentat
either P (s, n;) = € because the edge, n;,1) is transverse, as an independent task. Without loss of generality, sets inse
or P (s,n;) is not longer thar(s, ...,n;) € P. In both cases, Alg. 1 and Alg. 2 (e.gI'c or T'p) can be implemented through
there exists an alternate pat = P;(s,n;) o (n;,n;+1) o Vvarious kinds of priority queue (see Sec. IlI-E): lists, pear
(nit1,...,d) containing only one transverse edge and such thether optimized structures. In any cases, those structises
its cost is not greater than the one7®f m the destination node as a key to access their elements such
Figure 2 illustrates Property 1. The path= (s,n, h,e,j) thatTc(y) = cost means that the best current cost towards
betweens and j goes throughbranch,,(s) and branchy(s) the destinatiory is cost.

to reach the transverse edde. This path contains two TggH-1 decomposes the graghinto | N H, (s)| subgraphs:
transverse edges whereas there exists a simple alterrthte B2 vh e NH(s). Each subgraptG(N", El wh), h e

S

P’ = Pi(s,e) o (e, ). N H;(s) has its own set of nodes and edges. The only inter-
A direct consequence of Property 1 is that if there exists a@ction between those sets is the root nedé subgraphG"
alternate path? from s to _d, then at least one of the opti_maliS the union of the calculating node the branchbranchy (s)
alternate paths towards is a 1l-alternate path. For a giveryooted ath ¢ NHj(s), the internal edges connecting nodes
destination, it is not possible for &-alternate pathi( > 1)  pelonging tobranchs(s) and a set ofirtual links where this
to have a strictly lower cost than an optimal 1-alternatdpatset represents the subset of optimal simple alternate paths
Indeed, by definition, the best simple alternate path reachi Pt(s,z), Va € branchy(s). A virtual link (s,z) has a
given branch at the same node has necessarily a cost |0W9§;5{§cific weight functionw”((s,z)). This weight is equal to
equal to any other alternate path reaching this branch @p the cost of the optimal simple alternate path linkingnd .
1). This consequence motivates the design of our algorithRgte that none of these paths usas first hop. Virtual links
the goal is to take advantage of Property 1 by focusing on thge used instead of transverse edges such that there areys ma
search for optimal 1-alternate paths. edges inE as the number of edges resulting of the union of
. E" he NH;(s). Al other links (internal and those belonging
D. The TBFH Algorithm to the SPT) h(a\)/e the same weight as the ones given.dyn
TBFH stands for th@wo Best First Hopsigorithm. TBFH practice, TBFH-1 partitions nodes in subsaté (line 37) and
computes the primary next hop and a set of candidate neximputes simple alternate paths towards each groups (lines
hops towards each destination. A candidate next hop is @, 30, 32 and 39). A virtual link if/" is a triplet (a, b, c)
first hop of a computed alternate path. Each candidate nexterea is the destination node, aridand ¢ are respectively
hop is associated to the cost of its alternate path for furthiae cost and the first hop of the optimal simple alternate path
validation ensuring loop-free forwarding. towardsa (c # h). SetsH andW are used to store the optimal
TBFH requires only one additional reduced SPF conalternate costs and corresponding next hops until eachn give
putation while it computes all local post convergence negestination node is definitely assigned to a branch (line 37)
hops. Our algorithm uses two distinct phases of computatioh virtual link is definitively added (lines 30 and 39) when the
TBFH-1 (Alg. 1) and TBFH-2 (Alg.2). TBFH-1 performs thedestination node is marked (line 36), otherwise TBFH stores



Algorithm 1 Algorithm TBFH step 1 Algorithm 2 Algorithm TBFH step 2

1: procedure TBFH-1(G(N, E, w), s) 1: procedure TBFH-2(G(N, E,w), {N"}, {V!}, s)

2: Tc, Tp: Set of best cost and next hops 2: A: Set of couples (alternate next hop, alternate cost)
3 T: Set of marked nodes 3 for all N € {N"} do

4 H, W: Set of virtual hops and weights 4: Tc, Tp: Set of best costs and next hops

5: {N"}: Set of the set of nodes in eabhanch, (s) 5: T: Set of marked nodes
6: 6:
7 7
8 8

{V"}: Set of the set of virtual links for eadhranchy, (s) Tec(d) < o0, Yde N"
Te(d) «— o0, Vde N T—g Tp—
: (N} « &, (VM « @& : for each triplet(a, b,c) € V" do
9: H(d) « o0, W(d) <o, Yde N 9: Tc(a) =b, Tp(a) = ¢, A(a) = (b,c)

10: T—g Tp— 10: end for

11 Te(s) <« 0 11: Puts in T

12:  while |T| < |N| do 12: while |T| < |[N"| do

13: Choose the node (z ¢ T') of minimum costTc(z) 13: Choose the node of minimum costT'c(z)

14: h « Tp(x) 14: for all y € suce(x) do

15: for all y € succ(zx) do 15: if ye N* A Tc( ) +w(z,y) < Tc(y) then

16: cost = Te(x) +w(z,y) 16: Te(y) = Te(x) + w(x,y), Tp(y) = Tp(z)

17: if cost < Tc(y) then 17: A(y) = (Tp(y), Tc(y))

18: tp <« Tp(y) 18: end if

19: if tp# h Atp# O then 19: end for

20: H(y) =tp, W(y) =Tc(y) 20: Putz in T

21: end if 21: end while

22: Tec(y) = cost 22: end for

23: if x =s then 23: Return A as the set of candidate next hops

24: Tply) =y 24: end procedure

25: else

26: Tp(y) = T'p(x)

27: end if

28: else if h # Tp(y) A cost < W (y) then 15.

29: if y €T then Fig.3 illustrates the basics of the TBFH computation. Note

30: Add virtual link (y, cost, h) in V" ' . g )

31: else that we use the same caption as in Fig. 2. Moreover, for

32 H(y) = h, W(y) = cost the sake of clarity, we do not have represented all potential

33: end if internal links and links belonging to branches in this exlmp

34: depd if In Fig.3(a), TBFH-1 is illustrated on a simple graph withetar

g:: E’TJ'[:EOiL T branches attached to roet nodes are gathered depending

37: Putz in N” on their respective primary first hom,(b and ¢ nodes) to

38: if W(z) < oo then form branches. TBFH-1 takes advantage of simple alternate

30: Add the virtual link (z, W (z), H (x)) in vh paths by adding them aasrtual links on each subgraph. Each

3(1)1 de”(:],:f virtual link is included as a directed edge in its associated
. ena whnile h h h h

4 Return{N"} and {V"} for TBFH-2 sub_graph_GS (N EY w?), h € a,bc. For example, the

43 ReturnT)p as the set of primary next hops optimal simple alterngte_patﬁl(s, u) o (u, z), which uses Fhe

44: end procedure transverse edggu, z) linking branchy(s) andbranch,(s), is

added as a virtual link IrlG¢(Ng, B¢, w?) with a weight of
Ci(s,u) + w(u, z) because: belongs tobranch,(s).

In Fig.3(b), we have illustrated TBFH-2 dnanch,(s). The
temporary values in setd and W (lines 20 and 32). Line two virtual links allowing to reactbranch,(s) are depicted
13 performs the search for the minimum cost while line 225 dashed arcs. The subgraph (N2, E*,w®) contains all
performs the best cost update or insertion. virtual links connectings and nodes inbranch,(s) having

During a second phase, TBFH-2 performs a SPF algorithen incoming transverse edgeg énd z on the example). The
on each subgrap&” returned by TBFH-1.Considering Prop-first hop (s, a), between the root node and branch,(s)
erty 1, TBFH-2 is able to compute paths using internal edgissnot added to the subgraghi® in order to only focus on
and so guarantees the computation of optimal 1-altern@ies paalternate paths computation. Therefore, the SPF computati

The setA returned by TBFH-2 contains as many couple@n G5 allows s to compute the shortest path towards each
of alternatives as the number of destinations if the netwoflestinationd € N¢ in this subgraph. A shortest path in a
is 2-edge connected. This set of candidate next hops ser§eBgraphG?(N”, EZ, w!) corresponds to the shortest path in
as a basis to locally verify the validity of each alternaté’\(s,%). In other terms, the optimal 1-alternate pathGh
path. Lines 8-11 performs the virtual links updates whited such that the cost» (s, d), Vs,d e N computed in a grapty
12-21 performs the remainder of the SPF algorithm in eathequal to the cost'i (s, d) in the graphG\(s, N Hi(s, d)).
reduced subgraph. The boundaries of each subgfdplare  Thus, we have the following property.
here implicitly marked thanks to the conditigre N" in line Property 2: TBFH allows any nodes € N to compute its



set of optimal 1-alternate path towards any destinadien\V. @ @ @
Proof: Let us consider that there exists a 1-alternate path

P whose cost is lower than the one computed by TBPH ,’ \ | /

= C(P’) = C(P). Considering a given paifs, d), let us !

denote such a patA(s, d)= p;o(z,y)ops whered belongs to ,’ @

a givenbranchy(s), h € NH;(s). SinceP(s,d) is an optimal !

l-alternate path as defined in section I, is a primary L a—b f

path,(x,y) is a transverse edge apd a path not containing !

any transverse edge.pb = € (d = y) thenP(s, d) is a simple |

alternate path. / £\
First, let us consider that the optimal simple alternatépat

©

p1o(b, ¢) is not computed with TBFH. We know that when the ¥

minimum key node extraction returns a given node, then all@ |

its outgoing links are explored in the following iteratioteg. @ (_b___c_> @

Therefore, TBFH explores all the composition of a primary

path with a one hop path containing a transverse edge. By (a) TBFH-1 (b) TBFH-2 onbrancha(s)
definition, this composition forms a simple alternate pati

thus TBFH computes all optimal simple alternate paths. Fig. 3. TBFH algorithm illustration

Then, the only subpath aP(s,d) that can differ from the
l-alternate path computed with TBFH js. Nodey is the
first hop of the pathp,. Thanks to the property of optimality Pecause the weight @i, z) is large. Ifb is a valid next hop
of sub-paths, we know that, if the best alternate path tosvargch thatCs(s,d) — w(s,b) < Ci(s,d) whereasc is not a
d goes throughy, TBFH-2 is able to compute the optimal cosvalid next hop, we know that:
betweery andd not containing any edge inans(G, s). If we
apply the Dijkstra algorithm to the graghi(V, E(’, w))| E = C1(b,v) + wlv,w) + Ci(w, z) < Crle, ) ®)
E\{trans(G,s), (s,h)} U{Pt'(s,d)}, Vh € NHy(s), Vd € Thisinequality illustrates the kind of cases which are peob
N wherePt'(s, d) denotes the set of virtual links representingtic: TBFH does not always compute a valid alternate next hop
simple alternate paths Pt(s, d), it is equivalent to applying it while there exists one. However, in practice, problemaiies
on each subgrap&;, Yh € NH,(s). Indeed, the removal of do not occur frequently as shown in Sec. VI-C. On the one
s partitionsG (N, E', w) into [N H1(s)| connected subgraphs.hand, ifc = = or if ¢ = w, a k-alternate path cannot be valid
If v is not included in one of the alternate paths towadds if there does not exist a valid 1-alternate path. More gdiyera
computed by TBFH, then it means th®(s,d) has a cost the shorter the distance betweeandz or c andw is, the more
strictly lower than the one oP: = C(P’) < C(P). Thus, this case becomes rare. On the other hand, we also know that
we have the following results?(P’) = C(P) andC(P’) < w(s,c)+ Ci(e,z) < w(s,b) + C1(b,v) +w(v,w) + C1(w, ),
C(P), which is impossible. B so it means thatu(s,b) > w(s,c). Therefore, this singular

Thus, considering Property 1, TBFH allows any nede N  case may occur when the distribution of local link weights is
to compute its set of local post convergence next hops feery heterogeneous. Note that if the IGP weights of all links
all destinationd € N. TBFH-1 computes all optimal simple attached to a given router are the same, then TBFH computes
alternate paths. TBFH-2 computes optimal paths on eaitte complete DC coverage for this router. If the link valoati
subgraphG”, h € NH,(s). When TBFH-2 applies a SPFis globally uniform, then TBFH computes the complete set of
algorithm on a subgrap&™”, it uses virtual links representingvalid DC and LFA next hops towards any destination.
optimal simple alternate paths rather than using the firgt ho In practice, there can exist much more than one transverse
(s,h). Since these paths are optimal alternates not using #dge linking the same pair of branches. If there exists séver
first hop (s,h), we can deduce that there cannot exist a@mansverse edges betwelrmnch;(s) andbranch.(s), the left
alternate path whose cost is strictly lower than those thadrt of the inequality becomes the minimum value between all
TBFH-2 computes. However, note that there may exist a valissible 1-alternate path combinations linkingnchy(s) and
loop-free next hop which is not a local post convergence organch.(s).

Fig.3 also helps to understand the cases where an optimaFig. 4 gives a basic example of the TBFH computation
l-alternate candidate is not valid according to a given doopn a valued topology. Weights are given in Fig. 4(a) and
free rule whereas there exists a valighlternate pathi( > 1). we assume that they are the same in both directions of each
Let us consider the DC rule, and assume there exists no vdiik. Fig. 4(b) provides the partition of edges accordingto
l-alternate path linking andd. In particular, let us assumeterminology withs as root node. We can notice that there are
thatc = N Hs(s, d) is not a valid next hop becaug&(s,d)— three subgraphs rooted at nodése andc. Using TBFH, s
w(s,c) = C1(s,d). Let us assume that the third ranked nexs able to compute all DC next hops except one: for the pair
hop, NH;(s,d) = b, is the first hop of a2-alternate path (s,d), there exists a 2-alternate path c,b, d) which is not
Ps(s,d) = (s,b)o Py (b,v)o(v,w)o Py (w,x)o(z,y)oPi(y,d) computed by TBFH whereas the cost of the pgifb, d) is



4
@ @ (_ the time complexity of TBFH-1 whereaSPF (| V1], |E1]) +
\0 Z/ ... + SPF(|Ny|,|Ey|) is the time complexity of TBFH-2.
9 }@\5~ 4 We know thatSPF(|Ni|, |Ei|) + ... + SPF(|Ni|, |Ex]) <
) i) x|N|+d x |E|) and we know thafN;|+...+|Ny| = N —1
and|Ei| + ... + |Ex| < |E| — k. Yet, even with a Fibonnaci

SPF(|N|,|E|). Indeed, we hav§ PF(|N|, |E|) = O((m +
() The weighted topology  (b) The branch decomposition  heap to model the PQ, the functistP F(a, b) is supra-linear

_ with a logarithmic factor:SPF(a,b) = alog(a) + b. [ |
Fig. 4. TBFH advantages and drawbacks In a favorable case, if the branches are well balanced such
that Vh € NHi(s), |N!| ~ % then the overall run

time complexity of TBFH is in:
|2

strictly lower than the primary one betwegandd (4+4 < 9).
This drawback is due to the fact that TBFH computes only the | N [loga( |V )42 |E|
post convergence paifs, a, d) whose cost is lower than the 92 |NHq(s)]

ohne_of (S’cl’.b’ d)5 & z 10 < 9b+ 4 +C4)' 'I;)h|s case Llluslilrates Note that the time complexity of TBFH is minimal when
the mehqualty ( )dW erew(c, b) <b 1(a, ); w(a, )'I %te there is a large number of branches well balanced in terms
that other terms do not appear because this example AoeS Gl her of nodes. Indeed, the additionnal time complexity

involve several path segments but only the transverse eqge .4 by TBFH-2 is dominated by the terpitogs (p) where
(¢, ). p = maxz(|NZ|), Vi € NH,(s), is the number of nodes in the

E. Complexities largest branch.
If deg(s) = 2, TBFH provides an optimal coverage (the

. In this section, we qnalyze the time ar!d the space complexine 4 kSPF) with a time complexity lower than two SPF
ity o_f_ the TBFH glgonthm. A SPF algorithm such. as TBFl-l:omputations. Whenleg(s) > 2 and if IGP weights are
or Dijkstra’s algorithm uses a structure called a prioriede 4 oqals, TBFH does not guarantee the computation of the

(PQ) to perform its computatién This structure is used to complete set of loop-free alternate next hops. However,HBF

store and evaluate the costs of the explorec_zl paths and Sngpp&rjarantees the post convergence property and a contriotled t
three methgdsextract_mm, d_ecrgasgkeyandmsert_kq The complexity overhead while it provides an almost complete
first operation allows for finding the current minimal co%é

hin th hile th h : ~>coverage as shown in Sec. IV-B and VI-C. Note that for
path in the PQ, while the two other operations respectivelys | Fa validation, it is necessary to compute an additional

modifies and creates a new path cost entry in the PQ. Th&a e SPT rooted at the calculating node (Sec. II-B).
time complexity of a SPF algorithm depends on the kind of PQ +1 o - yqitional space complexity required by TBFH only

used. Let us denote: the cost of the operatioaxtract min, depends on the number of 1-alternate paths computed per

dhthe COSt_Of, the oli)era_tllﬁdecreasg_key and i thedcost of destination. With the basic version of TBFH, this additibna
the operationinsert key. The operationextract min denotes pace complexity is then onty x | V| (compared to a single

both tlhe_seafrchSoFf);hel mir_1ir|:num keyhang_i_tks sungrDers_ionhT BT computation), because at most, TBFH only needs to store
complexity of a algorithm (e.g, the Dijkstra )ist ®Rwo candidate next hops per destination at any time duriag th

O((m +1i) x |[N|+d x |E]) computation.
With an array list as PQm = O(|N|), i = d = O(1) IV. DEPLOYMENT DISCUSSIONS
whereas a binary heap reduces the costidb O(log2(|N|)) In this section, we consider practical issues related to the

while the cost ofi and d are increased t@(log2(|N|)). deployment of TBFH. First of all, note that our proposal
The optimal structure for a SPF PQ is the Fibonacci he@p incrementaly deployable such that routers implementing
[12]. The amortized cost af: is then inO(log2(|N])) while  TBFH can coexist with non multipath routers or ECMP
d =i = O(1) on average. With a Fibonacci heap PQ, theuters. Indeed, using TBFH, the DC and LFA rules can be
amortized time complexity of TBFH, is lower than: verified locally without exchanging any messages. The dloba
loop-freeness property is still guaranteed.
2 x O(|Nliog2| N + | E]) We are interested by two practical issues: how to improve

Proof of the TBFH time complexity: Let us denote the coverage provided by TBFH without strongly increasing
{IN1|,|E1|}, ..., {|N&|, | Ex|} the size of each branch rootedts time complexity ? How to deal with TCP ?
at a given roots in terms of node and edge numbeér &
deg(s)). Then the complexity of TBFH iSPF(|N|,|E|) +
SPF(|Ny|,|Ey|) + ... + SPF(|Ni|, |Ex|) where SPF(a,b) It is possible to increase the coverage of TBFH by adding
denotes the complexity of a SPF algorithm on a graph contam-lime and space complexity akg(s) x |N|. Instead of a

ing a nodes and edges. Indeed, the terS\PF(|N|,|E|) is time complexity ofdeg(s) x SPF using kSPF, we propose
a TBFH improvement (TBFH’) requiring a time complexity

2Note that the PQ is denotefic in Alg. 1 of 2 SPF + deg(s) x |N|. For that purpose, it is necessary

A. Coverage and Complexity Tradeoff



to use a matrix containing a best cost per destination paurposes [8]. This technique also refers to tunnels andtdide
next hop. Indeed, there may exist several simple alternatemnels described in [18]. A remote exit point € N

paths towards a given destination. In the same way thatagsociated to a given neighber= N H, (s, d) verifies:

is necessary to tune the basic SPF algorithm to compute

all equal cost multiple paths, TBFH can perform multiple Cj(s,d) = Ci(s,x) = Ci(x,5) < Ci(s,d) (6)

inheritances. Towards a given destination, TBFH-1 needs Qe that we have — NH,(s,d) = NH, (s, ): the best next
- J I - I .

take all optimal simple alternate paths using different itps ;56 towards is the same than the one used for verifying
into account before proceeding to the second phase. TBFHigis rle. Indeed, in addition to the fact that the elemantar

can use those multiple paths and costs to increase the nu F]Pj(s,d) must go throughz and be the optimal one via
of valid _1-a|ternate paths. Note tha’F using an additiomakti ¢ edge(s, v), we want that the deflected encapsulated trafic
complexity ofdeg(s) x | E|, we can still increase the coveraggyenyeens and: uses the shortest path betweeand:. Rule
by considering a subset of k-alternate pathsX 1) such gy s 4 rewriting of rule (4) for remote exit point nodes. bigi
as described n [30]. This !'mprovment is denoted TBFH 'HBFH, it is possible to consider the penultimate next hop of
Sec. V. In_ particular, TBFH" allows to compute a_II k-altere optimal simple alternate paths as candidate exit points.
paths having a COSt_ gqual to the one of the primary pat_h ('nTo achieve a complete coverage, we need an additional step
_the same way that it is necessary to improve SPF algorlthri'f|§nere is no candidate exit points verifying rule (6). ledeif
in order to compute ECMP next hops). : IGP weights are symetric and the network is 2-edge conngected
In order to compute a co_mplet_e set of yahd altemate_neﬂ‘hFH is then able to provide a full coverage for any single
hops_ towards any des_tlnatlon with any link V_a'“?“"”’ 't IBnk failure thanks to an IP-in-IP tunneling mechanism. If a
possible to use a variant Of_ TBFH: Two Valid First HOPS o ter s detects a link failure impacting a set of destination
(TVF_H)' A_\ccordlng.to _the objective, TVFH needs to take "?d} which are not covered, it has to (pre)compute a directed
modified link valuation into account. Let us denetéthe new =140 allow packets destinated to the &8t to circumvent
valuation function. If the goal is to find loop-free next hopﬁqe failure by encapsulating them towards

for load balancing purposes using the DC rule, the funct'onh‘we consider the set of optimal 1-alternate paths as dickct
#h-in-1P tunnels, we can easily prove by construction that t

w’ must return the same weight for all outgoing links. Usin
i i / .
a valuation functionw’ such that: rerouted packets will never loop. Let us consider the ttiple

W (@,y) = { A if =5 (AeR) (s, d, NH,(s,d)), and the optimal 1-alternate pafh (s, z) o
’ w(z,y) otherwise. (z,y) o P (z,d) where(z, y) is the unigue transverse edge of
TVFH computes a complete set of DC next hops with onke path. To avoid the failed link= (s, N H1(s, d)) impacting
one additional SPF computation compared to TBFH. this triplet without creating a forwarding loop, a routecan
The functionw’ can also be tuned to Compute LFA nexfO”OW this Simple guideline: wherd fa”s, rerouted paCketS
hops. Ifw’ verifies: destinated tal are encapsulated towards the penultimate hop

: of the optimal simple alternate paff (s, z) o (z,y) and then
w'(x,y) = { A=Cily,z) i =5 (AeR) pushed to the final hop (the head of the transverse edge:
w(z,y) otherwise. y). Thus, rerouted packets are forwarded through the shortes
Therefore, TVFH computes an optimal LFA coverage althougiath between andz, P; (s, x), pushed through the transverse
the time complexity does not depend on the degree bfthis edge (z,y) and finally forwarded through the primary path
case, we need to perform two additional SPF computatioRs(x, d). The loop-free property is guaranteeddf (y,d) <
compared to TBFH because we also need to compute thig(y, s) + C1(s,d). This inequality is ensured by the design
reverse cost€’ (y, x), Yy € suce(x). of simple alternate paths and the symetry of IGP weights
Note that with TVFH, the optimality of the computed validbecause”; (y,d) < C1(y, NH1(s,d)) + C1(NH1(s,d),d) <
alternate paths is not guaranteed. There may exist a shotig(y, s) + C1(s, d).
valid alternate path because weights of each outgoing link o Let us consider the topology given in Fig. 3(a), and the
the calculating node have been modified. For instance, wéh tiriplet (s, d, a = N Hy(s, d)). If there do not exist any LFA
DC rule, thew’ valuation function considers the best alternateext hop covering the links,a) for the traffic towardsd,
path from the neighboring node, not from the root node. To can encapsulate the traffic destinateddtdowardsz and
perform a good tradeoff between alternate path optimatity aforcesz to push the deflected traffic through its direct link
coverage, we may consider the union of the ouput of TBFEE, ). Note that if the optimal 1-alternate path goes through
and TVFH. For a given paifs,d), if there exists a valid branch.(s) and Cs(s,d) — C1(s,z) — Ci(z,s) < Ci(s,d),
local post convergence next hopcomputes it using TBFH, then the tunnel towards is sufficient: z does not need to
otherwise, if there exists a valid next hop towarlss can push the traffic throughy, it will anyway usey as its first
compute it using TVFH. hop towardsd. To avoid the per destination basis of such
Another possible extension of our proposal is to use TBF&h approach, we can also consider the set of destinations

to compute and validate remote exit points for fast reroute
4The term pushed refers to a secondary encapsulatiendifes not use
3Not only the best alternate first hop as it is the case with Alg. to forward its traffic towardsi
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belonging tobranch,(s), and use the shortest simple alternateonvergence one, the flow is first deflected via the LFA next
path towards this branch as the directed tunnel to protect thop and then, once the routing protocol has converged, to
link (s,a) without considering the optimality of emergencythe post convergence next hop. We argue that the side effect
routes at the granularity of the destination. of using non post convergence LFA next hops can introduce

. . more inconveniences than advantages. Indeed, the TCP head
B. Multipath Routing and TCP of line blocking issue is exacerbated by multiple path clegng

One of the main issues of a multipath routing architectuzﬁapping), reducing the advantages of fast re-routing s
is its interaction with TCP. This interaction can lead to the

head of line blocking problem ([22]). In practice, if the o o ) )
characteristics of the multiple paths connecting a givéngfa _ e envision a scheme minimizing the flapping of a given
hosts are heterogeneous (in terms of latency, bandwidth, flow and allowing a good tradeoff between path exploration
packets following those paths can reach the destinatiomin @ the end hosts and forwarding simplicity in the network
order differing from the sending sequence. With TCP, out-of0re- However, note that our path computation algorithrss al
sequence segments have to be immediatly acknowledged, &g to perform a router based load balancing inside the
the sender receiving multiple duplicated acks triggersyesn network core. We are interested in the fpllowmg architeztu
tion mechanisms resulting in the reduction of the congastié1€ Network proposes several routes while the end hosts use a
window. To avoid this issue, packets belonging to a given flol@d to select their forwarding path. In practice, flows aggyes
must be forwarded through the same path. We call such a riiigh @ path selector, and routers apply a given function en th
the path consistency ruleThe use of a path selector field inPath selector to assign the flow to a given next hop. Note that
the IP header is a convenient solution. Each packet of a givé§ forwarding function should use the tag differently onfea
flow is tagged, and this tag is used by routers to ensure the ptuter (e.g., uses different subset of bits as the key).

consistency rule.Thus, the multiplexing of paths is stiaally ~ There are several examples of tagging methods (e.g, [46]
ensured by the huge number of flows in the network. Note thaid [32]) allowing to explore the path diversity provided by
it is possible to use a different path selector between e& Tthe network. The main idea behind this kind of schemes can
burst (packets in the same sender windows). In practice #1lbe summarized this way: for the sake of clarity and without
mechanism such as ECMP applies a CRC-32 hash function|gss of generality, let us assume that each router has tvic val
some fields of the IP header to emulate the use of a dedicairst hops towards every destination and that the path select
path selector. is encoded onV bits. If each router uses one bit of the tag
To improve ressource pooling and thus increase the throug§-select the forwarding next hop, it allows an end host to
put of a given application, multipath transport protocads ¢ explore 2V routes if all routes have at leasf hops. For
use several spaces of packets sequencing at two levelstf@t purpose, each router needs to know the bit (or the subset
the sub-flow and at the meta connection levels) to defigg bits to generalize) that it must read to perform its next
several sub-flows for a given pair sender/receiver (e.9] [2Rop selection. There are several ways to enable this kind of
or [39]). Each sub-flow is then associated with a given tagchnique: use another dedicated field, shift the last &tius
corresponding to a given path. However, the problem remaigg ; but generally this kind of solution implies an IP heade
the same at another level: the meta-buffer of the receivest mmodification at each hop (where there exists several nex¢ hop
deal with the head of line b|OCking issue. Here the term meja g given destina‘[ion)_ To avoid this issue, it is possime t
buffer refers to the buffer used to gather the data of eagBe a local identifier (or a modulo operation of an IP header
different sub-flows before passing it to the applicatiorelay field such as the TTL which changes at each hop) to select
Thus, either the set of paths has to be homogeneous enoggbther combination of bits belonging to the path seledtw (
in terms of capacity/latency/loss, or the meta-buffer has brder of projection must not be permutable between each hop)
be large enough to limit this issue. This is an open issugpically, the path selector field can be included in the flow
mentioned in [24]. However, the path selector only solves thabel of an IPv6 header or using TCP ports for IPv4/IPv6. It

preservation of each sub-flow consistency. is possible to use the layer-4 transport ports if there is A6 N
Failures introduce another level of complexity. Indeedewh or middle-boxes between the two hosts.

a router detects a failure, the routing protocol must coywer
to a new stable forwarding situation, e.g., a new associati?
[destination, primary next hgpThen, a given flow whose for- 0
warding path went through the failed componentis deflecded
a new path even with the use of a path selector. The side &ffect

of such an issue are partially described in [21] with the ECMP

protocol and are not neg“gible' With fast re-rou-ting tdms . BNote that the re-computation of new sharing ratio after &urfaialso
such as LFA, some flows can be deflected twice. ConSIde“g&cerbates the head of line blocking problem. Let us censdveral next

one of these flows if the LFA next hop is not a local post hops and a proportional static sharing ratio towards a giestination: if

one of this next hops fails the proportions have to be re-cgatpand even

5Such a flow continues to use a route including the node withfatieg  flows not directly impacted by the failures can be redirectizda different
link next hop.

To perform an optimal path exploration (i.e, all possible
rwarding paths are explored), the path selector shoutd no
k?e used identically by each router (or equivalently), othse
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the number of paths potentially explored can become fowthat load sharing ratios re-computation for the PR/MP set is

Considering a pair (source,destination) and the set ofesounhot necessary during the transient period of topology casnhg

R linking these two routers, the path exploration is optinfial isuch that we simply deflect impacted packets to anothereviabl

for any routes: € R, each router € z can use a number of path until the new FIB has been updated.

bits n verifying 2" > m wherem is the number of valid next

hops for the pair (r, destination). Note that each router on a V. RELATED WORK

given routez should use a different subset of bits. Thus, the _ _

size (in number of bits) of the path selector must be greatercOmpared to the basic kSPF algorithm, another way to

than [logs| R[] where|R| is the total number of routes. UsingCOMPpUte a set Qf multiple paths is to use an enhanced Shortest

an arbitrary number of bit&7 in order to limit the size of the Path Firstalgorithm to locally compute multiple paths fack

path selector, it is possible to expld®& routes if there exists destination. For example, algorithms and implementations

at leastN routers on each route € R having at least two Presented in [36] have been designed to compute the gét of

next hops towards the destination. shortest elementary paths. However, those algorithms dlo no
Our goal is to deploy such an approach without forgettigaramee that computed paths are first hop distinct. Ahe

to take into account the side effects of failures in order f'0rtest paths problem is not suited for hop by hop forwardin

improve the efficiency of LFAs. To minimize the flapping dudndeed, in order to forward packets via theseexplicit paths, -

to failures, we propose a fast re-routing scheme selectity L & signaling pro'gocol is necessary to establish the forwgrdi

next hops which are also local post-convergence next hopgths from the ingress router towards each egress router.

Our approach focuses on the set of next hops used after thEPPstein [16] also proposes several algorithms for the

convergence of the routing plane. Then, it lociitginimizes /< -shortest paths problem, and presents in [15] an almost

the flapping to at most one change per flow per failure insteg§haustive bibliography of this issue. However, most okéhe

of two. We have shown in Sec. VI-C that LFA next hops argolutions are not applicable for hop by hop multipath rogitin

generally post convergence next hops: by removing LFA neXfice the computed paths are neither elementary nor first hop

hops that are not post-convergence, we loose less than 794lisfoint. Note that Suurballe [40] proposes an algorithm fo

coverage (between 1% and 7% on real weighted topologiedigioint paths computation. This issue is more restricthan

Our algorithm guarantees two properties: the computation of first hop disjoint paths and so reduces the

(i) the post convergence nature of LFA next hops, e.g., v&‘é‘“ﬁnber of candidate next hops.

minimize the head of line blocking issue. Another related work enhancing such a SPF computation
(i) a computation time inferior to two SPF computatiodS & Proposition of Topkis [42]. He presents an algorithm
instead of a computation time of deg(s) SPF. computing theK -best first hop disjoint alternate paths whose

We bell that th ¢ dvant di i tifne complexity is inO(K SPF). If the ranks of valid
usee Oeu're;e roaach Olieox\;ocgmvtfilge?jgzs ?;eagﬁ?loggcgglgfcsa fernate next hops, as defined in Table I, are lower than
and fast feriroutin. modes), note thaFt)pwe can also valid B degree of the router, this algorithm allows to reduce the
non bost conver gnce LFA’next hops which verify the D%Fﬁe complexity required for the validation phase (compare

post converg . P ) 0 kSPF). However, in the worst case, if all alternate paths
rule considering the optimal alternate path cost insteathef

imarv one. Indeed. it allows to increase the coverageouith have to be computed to ensure the complete termination of
b y ' ' 9 the validation phase, then this algorithm induces the same

Ioosing_the post convergence property (i) becausg those n 6(mplexity as kSPF. Furthermore, TBFH allows to uncouple
hops will be used as DC next hops for load balancing after the primary next hops set computation from the alternate nex

convergence of the routing plane. To summarize the genefal '\ Jlidation into two consecutive phases
approach, let us consider that each source tags its packbts w The use of incremental SPF methods (e.g, [28] or [34])

a given path selector. When such a packet arrives on a routﬁ(r)WS to quickly re-compute a new SPT using the knowledge
r, r applies a specific hash function on the path selector 3

of the previous computed one. The required time complexity

compute the next hop to use. The projection ratios of the ha - )
function have to be re-computed each time a topology chaq‘%%oends on the position of the topology change in the SPT. If

. ._teé change is local to the calculating router, the gain iretim
occurs to remove failed next hop (or add new ones). To limit . o .
. : plexity can be unsignificant. Note that Cisco routers use
those changes in case of failures, we focus on MP and F R

. | SPF to handle local failures [2].
that are post convergence next hops. In addition, we argue : .
Chen and al. propose in [10] a multipath method based
Note that if each consecutive routers uses a different hasiction ON path suffix similar to the work presented in [26]. In
projecting the subset of path selector combinations itivesetowards a large this case, the forwarding mechanism changes the destinatio

subset of its valid next hops, the path exploration can bseclo the optimum Iookup paradigm The forwarding scheme depends on extra
without IP header modification. In a same way, using a locahiifier to ’

modify the behavior of a global hash function, it is possitestatistically information carried in each packet: a path suffix field which
achieve a near optimal path exploration: the necessaryitmmds to perform  indicates the remainder of the path to use in order to prevent
successive hashes perturbing the order of the path sefejection. the formation of forwarding loops. This technique induces a
8Note that some flows can be deflected uptream of the failuer #fe . .
convergence of the routing plane. Then, those flows will bigedied twice Change in the forward'ng pIane of all routers whereas our

anyway. approach is incrementally deployable.
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In [46], Yang and Wetherall introduce a set of loop-fre8. Time Complexity Results
rules whose flexibility allows to increase the number of dali ) ) _ _
neighbors. This set of rules implies that the forwarding mec [N this section we analyse the time complexity of TBFH
anism has to be specific to the incoming interface. It allowi@mpared to kSPF. For that purpose, we perform realtime mea-
forwarding loops at the router level but not at the link level Surements. Note that our computation time results are atesol
packet is never forwarded through the same link twice but &9~ they depend on the CPU we use) and given in micro
enter the same router twice. Thus, delays can increasetig patéconds, but the relative comparison between the different
contain several times the same router: it may unnecessaflgorithms we consider is meaningful. Mesurements hava bee
consume more resources (e.g, routers CPU, bandwidth). performed on a CPU_ with afrequency_of 2.4Ghz. Fur_thermore,
In [35], authors present a multipath computation algorithiicte that we have implemented an improved version of the
called MARA calculating a directed acyclic graph per destin basic kSPF in order to Qﬁer a more competitive comparison.
tion. This approach allows to generate a large set of foringrd ¥SPF denotes here an improvement based on a computation

paths optimizing several objectives such as the maximuiRtirely rooted at the_calc_ulating npde: Indeed, it is falesto
connectivity. However, the time complexity of their appcba reduce the computation time considering the nature of DC and
is in O(|N| x SPF). LFA loop-free rules: a neighbor using the calculating noge a

its primary first hop for a subset of destinations cannot be a
DC or a LFA next hop for those destinations. In order to avoid
the computation of useless candidate next hops, we perform
a specific operation per neighbor. Our improvement of kSPF
needs as many SPF computations as the basic kSPF, but by
We use our own SPF computation framework (availablemoving all edges connected to the root node except the one
online at [3] and coded in C for efficiency) to compare severtwards a given neighbor at each iteration, we are able to
routing approaches. We have implemented a classical Bajksoptimize the computation. Indeed, if a given neighbor ishl@a
SPF and extended it to support TBFH and kSPF algorithnis.reach a large subsét of destination nodes without going
We have also implemented the DC and LFA rules for thiarough the calculating node, then the SPF time complexity
path validation phase. Using a large variety of topologies, for this neighbor depends ofiV| — |Z] (and not on|N|).
show that our algorithm is able to compute almost the sarii@us, if the network is not 2-node connected (the removal of
path diversity as kSPF but with a lower time complexity athe calculating node partitions the graph in several cotetkec
demonstrated in Sec. VI-B. components), then this kKSPF optimization can save many CPU
We present results obtained on three different kinds eycles.
topologies: actual, inferred and generated topologies Th To optimize a SPF computation, the first important choice is
first category of networks are real topologies with their IGEhe kind of PQ. We have implemented four kinds of PQ. The
weights (for confidentiality, we anonymize some of them arfitst one (denoted\L) uses anaive static array list, while the
we approximate the dimensions given in Table IV). Topolsgiesecond one (denoted.) uses a doubly linked list to reduce the
denoted ISP1 and ISP2 are commercial networks coveriogst of theextract min operation. The two other PQ are more
an European country. ISP3, ISP4, ISP5 and ISP6 are Tiesdphisticated: our third PQ (denotet+) also uses a doubly
ISP networks. The second category of topologies were chodietked list but optimizes theextract min operation whereas
among the Rocketfuel inferred set of networks given in [27dur last PQ (denote®-HEAP uses a binary heap structure.
The inferred IGP weights are also provided for the subset Nbte that the LL+ PQ provides an amortized time complexity
topologies that we select. of O(N) per SPT computation if the link valuation is the
Finally, we have also used the IGEN topology generatsame for all links (as with a B-HEAP PQ). More details about
[37] in order to obtain a set of homogeneous topologies wérious PQ implementations can be found in [47].
various sizes. We have generated a set of topologies cordain  The LL+ PQ takes advantage from the specific primary path
betweerb00 and5000 nodes using thBelaunay-triangulation cost distribution in IP networks. Indeed, when shorteshpat
heuristic (see [38] for details). The Delaunay-triangolat costs are distributed in a way that favor the probability of
parameter offers a great degree of path diversity comparkggracting successively a same minimal cost during the SPF
to other heuritistics provided by IGEN. Networks providingxecution, the time complexity of a SPF algorithm can be
a high degree of path diversity stresses the SPF computatistiongly reduced. In practice, if there exists a low numider o
this is useful to evaluate SPF algorithms performances. Téiortest path costs compared to the number of nodes, LL+
IGP weights used for those topologies are either fixed toallows to achieve an amortized linear time complexity. In
(denotedf in Fig. 7) or uniformly distributed with integer a simple case, when IGP weights are equal, the number of
values belonging to the randé, 10] (denotedu in Fig. 7). different shortest path costs is equal to the network diamet
We present two kinds of results. The first highlights the lowhich is generally very low compared to the number of
time complexity of TBFH while the second shows that ounodes. In usual IP networks, IGP weights are distributed in a
algorithm provides a coverage close to the optimum (usisgnall subset of values corresponding to link capacitiesisTh
kSPF). the additive combinations of such weights are also limited.

V1. EVALUATION AND IMPLEMENTATION

A. Methodology
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This observation favors the use of LL+ in most of actuasymptotic than a B-HEAP while usual IP networks are rarely

networks. Obviously, if IGP weights are chosen among a lartg@ger than 1500 nodes.

set of floating values (such as with Abilene which uses link

latencies instead of link capacities), LL+ does not result i 10000

any performance gain. ft =
Technically, LL+ is an extension of a LL PQ where the T

PQ structure is identical: a doubly linked list. Howevere th

operationextract min is slightly modified:

1000 ¢

- If the head of the linked list has a cost equal to the current
minimal one (the cost towards the last explored node), the
extract min operation directly extracts the head without
searching for thenin: there cannot exist a cost strictly
lower than this one.

- Otherwise (the head key cost is greater than the current

100 ¢

Computation time (mean and sd in micro seconds)

. . . N to. 4 P P 4 4
min), the extract min operation must perform its goal: Yo %, % S %, S, % S T, S %, O B, Oy
H . : H RIS N N 8 o Yy o Sy 2, %
searching for thenin. During this phase, all costs equal LI Ty AN S

to the lastmin founded are consecutively linked to the
head of the doubly linked list.

Moreover, note that thansert key operation must insert new

explored keys to the tail of the list (its cost is necessarily

strictly greater than the currentin). Using LL+, the number 100000
of min searching is strongly reduced compared to LL. Indeed,
if Z denotes the number of different primary path costs,
then LL+ only performsZ min searches. Hence, the time
complexity of a SPF using LL+ is i0(ZN + E+ N — Z).
When Z is low which is typically the case on actual IP
networks, the time complexity provided by LL+ is near-
optimal. If the metric is the number of hops, th&nis equal

to the network diameter.

For the sake of clarity, we only use the PQ providing the
best performances on average (for realistic topologies,5se
and Table 1V): LL+. SPF performance comparisons are not 10
realistic with a non efficient PQ. Using an efficient PQ allows %00 1000 1500 2000 2500 9000 3500 4000 4500 5000
us to compute a lower bound on the time complexity gain
provided by TBFH. With a naive PQ, we may overestimate
the performance of TBFH compared to kSPF because the use
of non efficient PQ can hide the cost of additional optim@ati  Using our LL+ PQ implementation, we evaluate the perfor-
operations. The gain provided with an optimized PQ is genenance of TBFH compared to a kSPF algorithm. Considering
ally asymptotic: it is only achievable for sufficiently lardgP all nodes in the generated network, Fig. 7 plots the average
networks. Fig. 5 illustrates this behavior (note that thecgle computation time required by kSPF and TBFH to compute
is logarithmic). For small actual networks, optimized stures their sets of primary and candidate next hops. We firstly
such as a B-HEAP degrades the performance compared to Ligtice that TBFH allows to save many CPU cycles: for large
(and even compared to a simple LL for very small networkepologies, the average computation time is almost diviged
whose nodes number is lower thaf). However, for large two with TBFH compared to kSPF. We also observe that the
actual networks (ISP6 on Fig. 5, the gain is asymptotic: themst of SPT computations are greater for topologies with non
larger is the network, the higher the gain provided by the Bixed weights: the computation time becomes greater with the
HEAP is. In particular, this gain is achieved when the togglo u-parameter. This loss of efficiency is due to the design of the
is highly meshed because the number of keys containedAQ: the number of different primary path costs is higher with
the PQ can be large during the SPF computation. For largpologies using heterogeneous IGP weights.
generated topologies (shown in Fig. 6 with tiagparameter), Then, we can emphasize nodes where the CPU gain is
the B-HEAP does not provide any gains because the PQ netre most important. Table Il gives a closer look at the
contains a sufficient number of keys. Indeed, the main gatomputational time for all our actual networks (their dimen
of heaps comes from thkyg factor applied to the numbersions are given in each figure captiofjiV|, |E|)). We plot
of keys contained in the PQ. Consequently, we do not hathee average computation time required for ECMP, kSPF and
implemented a Fibonnaci Heap because its gain is even md@FH according to the node degrees. Note that we also

Fig. 5. PQ performance comparison on actual and inferredarks

10000

1000

Computation time (mean and sd in micro seconds)

Fig. 6. PQ performance comparison on generated networks
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Fig. 7. Computational time of kSPF vs. TBFH (IGEN networks)

provide node degree distributions.

In practice, a kSPF algorithm should be used after an initial
SPT computation rooted at the calculating node. It allows to
first compute the set of primary next hops to shorten the IGP
convergence time, and then compute and validate LFA and/or
DC next hops in background. Those two phases should be
uncoupled in order to minimize the primary next hop actvati
time. Thus, a kSPF algorithm requires in practideg(s)+1)

SPF computations whereas, by design, TBFH uncouples those
two phases: TBFH-1 and TBFH-2. Consequently, for kSPF, we
have added in our measures the computation time necessary
to perform the initial SPT computation.

We observe that the computation time of TBFH does not
depend on the node degree whereas the computation time
of kSPF increases linearily with = deg(s). In particular,
we observe that the additional computation time necessary
for TBFH-2 is relatively small compared to a single SPF
computation (ECMP). For example, in ISP6, for nodes having
a degree ol 0, on average, a single SPF computation requires
about 1ms while TBFH adds only 1.5ms. In comparison, kSPF
requires almost 10ms. For nodes having the largest deggee (2
neighbors), the computation of kSPF time is greater than 30
ms on average.

Furthermore, for some routers having a large degree (see
for example the router of degree 12 in the Telstra network),
the computation time seems to be very low because they
are connected to leaf nodes. When this is the case, our
improved version of kSPF is really useful in order to scale
with the number of neighbors which are connected to the main
connected component of the network (even with the removal
of the calculating node).
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The time complexity gain provided by TBFH increases Table IV provides a global overview of DC and LFA
according to the degree of the calculating node and theverages for each evaluation topology. We observe that,
graph size. Indeed, the gain for smaller topologies such iasmost cases, DC or LFA next hops are also local post
ISP3 is comparatively lower because it is simply propodion convergence next hops: the coverage capacity is only blight
Our algorithm is designed for large topologies and boundspacted by focusing on post convergence next hops. Indeed,
the computational overhead of each router to less than areverage results of TBFH are very close to the upper bound
additional SPF. TBFH is an efficient algorithm to limit thelusing kSPF). The greatest difference is about 7% for Ebone
time complexity overhead for nodes having large degrebfeTaand ISP5 networks using the LFA rule, and lower than 4% on
IV gives the average computation time of kSPF and TBFhverage for the DC rule (the worst case is for ISP5 with 9%).
for all actual and inferred topologies of our set of evaloiati  This low difference is particularly interesting consideyi

networks. the LFA rule because next hops guaranteeing the local post
_ _ convergence property ensure a stable re-routing scheme (se
C. Coverage and Path Diversity Results Sec. IV-B). We can also notice that the standard deviation

In this section, we focus on tteveragee.g., the ability to around the mean of the computation time required by TBFH is
provide at least two forwarding choices, of several routing Very low. Indeed, TBFH does not depend on the degree of the
a|gorithmic approaches_ In practice, we evaluate the cmer Ca|CU|ating node whereas kSPF depends on it by definition.
of TBFH compared to the optimal one provided by a kSPEN the contrary, using kSPF for large IP networks such as
algorithm. Generally, the notion of coverage is used toweatal SP6, the standard deviation is very high 5000us for kSPF
the capacity of protection provided by fast reroute techegy (instead of~ 150us for TBFH).

However, we also use it to evaluate the forwarding diversity For TBFH”", note that we only select LFA next hops which
in a load balancing context. Indeed, for load balancing, tt&n be used after the IGP convergence. Either they are local
coverage allows us to measure the forwarding diversitygusifost convergence LFA according to Definition 1 or they verify
a power of twoperspective [31]. We argue that this measure tf§€ DC rule for the post convergence best c65{(s, d).
more meaningful than computing an average number of lodjrdeed, it means that they can be used in the MP set after the
free next hops because it allows to know the fraction of paileP convergence without generating path flapping. In peacti
(router,destination) which can (or not) take advantagetof &BFH” can validate more LFA next hops if we do consider
least two next hops. this property. However, we can observe that TBFH” provides

For a graphG and according to a path computation algo@n excellent tradeoff between coverage and computatios tim
rithm alg and a loop-free rule, the coverageov(G,alg,r) aS highlighted in Table IV. For the DC rule, the worst case is

is computed as the following ratio: ISP3 with a difference of 3%. For the LFA rule, the biggest
difference is 6% for ISP6: it means that the remaining 6% of
vNH (n,d) LFA next hops do not ensure the post convergence property.

V(n, d)eN In order to quantify the coverage as an end to end measure,

cov(G,alg,r) =

(") we have also computed an end to end protection ratio. Those

results indicate the probability of coverage for each prima
wherevN H (n, d) is equal tol if the algorithmalg computes path, i.e., the probability of having an alternate forwagdi
at least one valid loop-free next hop using rulen the node path not using a given link belonging to the primary router. Fo
n towards the destinatiod, otherwisev N H (n, d) = 0. the DC rule and for each pair of nodes, the set of alternate
Table IV summarizes the characteristics of our set of actualutes forms a directed acyclic graph (DAG): using the DC
and inferred networks and highlights the tradeoff betwegnle, load balancing next hops are distributively composed
coverage and computation time. to form a DAG per pair(src,dst). For all primary paths
We have analysed the number of pairs of routers which cRgving the same number of hSpave compute an end to
benefit from ECMP, DC and LFA. We organize Table IVend coverage ratio. This ratio quantifies the average nuofber
according to the multipath objective: with ECMP and DGiinks belonging to the primary path which can be circumvente
alternate next hops can be used for both fast re-routing amenks to one or several alternate forwarding paths in th& DA
load balancing purposes (the MP set) whereas LFA next hopsachieve this ability, either we must consider a backgires
are used only in case of failure (the FRR set). mechanism such as the one described in [20], or use a path
In this first study, the term coverage is local and giveselector field to allow sources to explore all the DAG.
with formula (7). We measure the percentage of pairs of For the LFA rule, the measure has the same sense but
routers taking advantage of at least one valid alternate, pathe computation method is different. Indeed, for a giverr pai
a kSPF algorithm providing the upper bound: the optimumy-c, dst), several LFA next hops cannot be simultaneously
value (denotedptimalin Table IV). Our main concern is to ysed otherwise their composition may form cycles (the LFA
analyze the ability of TBFH and TBFH" to achieve a coveraggile only supports single link failure, otherwise forwargi

close to the optimum. Indeed, TBFH or TBFH” might missoops may appear). At each hop of the primary path, we check
some valid next hops because it focuses on optimal 1-ateerna

paths and their post convergence resulting next hops. 9Note that primary paths have been computed according ts livéight.

[N (IN]=1)
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TABLE IV
LOCAL COVERAGE AND COMPUTATION TIME ON REAL AND INFERRED TOPQOGIES

Load Balancing Fast Re-Routing Computation
Network Size Coverage (%) Coverage(%) Time (us)
name ECMP DC LFA mean & standard deviation
[N [E] TBFH TBFH” optimal || TBFH | TBFH” optimal ECMP | TBFH TBFH” kSPF
Abilene 11 28 0 39 39 39 61 65 65 4 41 8 +1 9 +3 11 +2
Geant 22 72 0 69 69 69 86 86 89 9 +1 18 +1 22 +3 34 +11
ISP1 25 50 0 5 5 5 19 19 19 9 +1 17 +1 22 +2 30 +5
ISP2 55 200 3 49 49 49 83 83 84 22 +1 43 +1 53 +11 99 +72
ISP3 110 350 10 34 36 39 57 58 61 46 +1 90 +s| 113 +10] 188 +71
ISP4 140 410 8 28 30 32 48 49 51 56 +1| 104 +15| 136 +30| 219 +90
ISP5 210 800 20 56 64 65 74 7 81 105 +2| 199 +9| 252 +a3] 473 +225
ISP6 1170 | 4200 22 54 56 57 64 64 70 1105+49| 1987160 2292503 555515288
Exodus 79 294 16 47 49 50 70 72 75 34 +1 69 +3 90 +14| 153 +e60
Ebone 87 322 17 42 44 45 64 66 71 37 +1 75 +6 97 +17| 174 +e5
Telstra 108 306 7 21 21 21 37 38 39 42 +1 81 +9o| 104 +22| 185 +s9
AboveNet | 141 748 17 62 65 66 82 85 87 66 +5| 137 +13] 212 +51] 410 +201
Tiscali 161 656 13 42 44 44 58 59 62 71 +2| 143 +14] 207 +59| 384 +246
Sprint 315 | 1944 27 61 65 65 85 86 86 159 +3| 335 +15 554+249) 1126+1010

if a LFA next hop exists or not, and then we measure thestination node corresponding to the head of a given link,
average number of links which can be covered with a loctien all destinations using this link through their primpgth
LFA along the primary path. Plots given in Table V use thare also covered. This property is respectively calledlip&r-
same x-axis: the number of links on the primary paths. TalC and per-link LFA: it denotes the case where all destimatio
V(a) provides the primary paths distribution in terms of &opusing a given primary next hop are protected.

number.

Table V(b) provides the ECMP and TBFH end to end
coverage considering the DC rule compared to the upper
bound provided by a kSPF algorithm (optimal). Table V(c)
plots the TBFH end to end coverage considering the LFA rule.
These plots allow to analyze coverage results given in Table
IV more deeply.

For the LFA rule applied to ISP5 (the worst case), we
notice that links which are LFA covered seem to be less
used by primary routes than links which are not. Indeed,
the average coverage of almost 76% given in Table VI-C is
lower than the 81% provided in Table IV: this means that less
primary routes goes through LFA covered links than through
non covered links. The LFA and DC coverage distribution
obviously depends on the topology: we do not observe this
loss of LFA coverage in all topologies as shown in Tables V
and VI-C.

For the DC rule, end to end coverage optimal results are
better than the local ones given in Table IV because we
consider the possibility to balance the load anywhere along
the DAG (not only at the router with the failed/congested
link). In practice, for ISP5, the increase of coverage isudbo
15% on average (DC achieves an end to end coverage of
79%) meaning that DC is able to significantly cover these
networks if we consider the possibility to notify a failure @
congestion upstream to the detected outage. Indeed, iefmck
can be deflected upstream to the congested (or failing) link,
the DAG is able to cover almost all the links used in the
path (in particular, for long paths). We can also remark that
short paths are not well protected using the DC rule because
destination nodes are too close to find valid alternate paths
Note that if there exists a DC or LFA next hop covering the
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TABLE V: End to end coverage results of TBFH (per primary path

length)
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For the DC rule, the difference seems even more significdo$ing this perspective, the gain of coverage provided by
than with LFA because alternate next hops can be compodgeBH” appears more significant than using the local coverage
all along the DAG. However, the difference with the optimunperspective. However, we can notice that the second best nex
remains low compared to ECMP: in the worst case for the Ditbp (provided by TBFH) is generally sufficient to provide the
rule (ISP5), the loss is lower than 16% on average (insteadh#st DC or LFA loop-free next hop. Indeed, in the majority of
more than 50% with ECMP). For the LFA rule and considerinthe cases, the coverage is ensured by post convergence next
the worst case, the difference is always lower than 20Bops.
whatever the length of the primary path. Using TBFH”, the extension of TBFH requiring an addi-

Table V also analyzes whether the loss of coverage t#nal time complexity ofdeg(s) |E|, the coverage can be
TBFH seems more significant using an end to end perspectiggongly improved. Indeed, although the computation time
This series of plots intends to show cases where TBRimains low, the DC and LFA coverage are closer to the
(and ECMP) miss valid alternate next hops. The differeneptimal. TBFH” is able to compute more next hops than
of coverage is greater than in Table IV meaning that thEBFH and this difference is more significant using and end to
loss is not uniformly distributed. Although the differenoé end perspective: additional next hops are composed between
coverage appears greater than in Table 1V, these resutts alneighbor routers to form more routes. This improvement
to emphasize limitations of the basic version of TBFH: (igxplains why TBFH” gives better results than TBFH using
it only computes two next hops per destination (and that canmetric taking into account all the path diversity. Morepve
lead to a loss of path diversity when used with the DC)Je it allows routers to compute valid alternate next hops ledat
(i) it may miss valid next hops located at key positions i@t the core of the network (the ones which are the more used in
the network. More precisely, candidate next hops which atems of the number of routes going through them). It is also
not computed with TBFH do not seem uniformly distributesvorth to notice that the TVFH algorithm given in Se®?
across the network: links which are not covered by TBFH segm able to compute at least one valid alternate next hop if
to be a little bit more useful than covered ones (in terms ofcessary. The variants of TBFH allows routers to perform
number of primary routes using them). In practice, we olesera good tradeoff between alternate path optimality and end to
that the loss of coverage caused by TBFH seems to be duendl coverage.
links located in the core of the network. To summarize, we have seen that TBFH and even more

For example, compared to kSPF, the average loss of cd\BFH” provide excellent coverage results, close to optimal
erage due to TBFH is about% for 6 hops paths whereasones (using a kSPF algorithm). TBFH and TBFH” also ensure
the local loss coverage is lower. With TBFH”, this averag#e post convergence property for LFA next hops while their
loss is reduced to less thar%. LFA next hops which time complexity remains very low as shown in Sec. VI-B
are not computed by TBFH are not uniformly distribute@nd Sec. VI-C. Compared to ECMP, our algorithms strongly
across the network: links which are not covered with a pogaprove the diversity of forwarding paths without leadirgeat
convergence next hop are more used than covered oness{@nificant computation and deployment overhead. Finady,
terms of number of primary routes using them). Indeed, sught of algorithmic variants allow one to provide a moduladl an
a loss of coverage compared to results given in Table Bxtensible framework for fast re-routing and load balagcin
implies that the TBFH ability to compute alternate next hogdUrpose.
is not uniformly distributed accross the network. Howetleis
difference remains relatively low. In practice, we obsettvat
TBFH” is able to provide a very good DC coverage whereas
the loss of coverage for LFA next hops is mainly due to the
post convergence property.

Compared to ECMP, TBFH and TBFH” provide excellent
coverage results. TBFH only requires a complexity equiviale
to ECMP in terms of computation and deployment while the
time complexity overhead of TBFH” is very limited compared
to kSPF. Although the computation time remains low as shown
in Table VII(a), the DC and LFA coverage provided by TBFH”
is closer to the optimal. As highlighted in Table VII(b) argj,(

TBFH” provides a good tradeoff between coverage and time
complexity: there is only a slight dependence on the degree
of the calculating node.

Table VI-C also emphasizes the difference between the
end-to-end coverage and the local one (given in Table IV).

10For the DC rule, the difference may seem even more significanause
alternate next hops can be composed all along the DAG.
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Network DC rule LFA rule
Name ECMP | TBFH | TBFH” | optimal || TBFH | TBFH" | optimal
Abilene 0.00 | 40.94 | 4094 | 40.94 || 4555 | 4757 | 4757
Geant 0.00 | 66.71 | 66.71 | 66.71 || 6252 | 63.53 | 67.99
ISP1 145 | 6.81 6.81 6.81 1354 | 1354 | 1451
ISP2 17.11 | 48.01 | 49.89 | 49.89 || 41.26 | 4147 | 43.97
ISP3 1313 | 40.27 | 4751 | 52.36 || 48.85 | 50.69 | 56.70
ISP4 12.14 | 37.33 | 4437 | 4875 || 4582 | 47.48 | 52.82
ISP5 2481 | 61.12 | 7732 | 7881 || 59.29 | 68.18 | 76.18
ISP6 28.69 | 53.07 | 62.61 | 65.69 || 68.46 | 73.01L | 77.38
Exodus 21.45 | 60.59 | 65,55 | 67.06 || 57.41 | 60.42 | 66.23
Ebone 24.97 | 53.67 | 55.38 | 56.66 || 49.65 | 53.02 | 60.27
Telstra 12.21 | 3443 | 3497 | 35.04 || 46.15 | 47.05 | 4857
AboveNet || 2548 | 77.74 | 81.49 | 82.33 || 74.24 | 80.51 | 86.32
Tiscali 21.81 | 65.02 | 6759 | 68.90 || 53.10 | 56.81 | 66.81
Sprint 3166 | 7241 | 7863 | 7954 || 78.87 | 83.46 | 86.58

TABLE VI
END TO END COVERAGE AVERAGE RESULTS FOR BFHAND TBFH”
Abilene - (a) TBFH” Computation time (b) DC E2E Coverage (6JALE2E Coverage
Geant - (a) TBFH” Computation time (b) DC E2E Coverage (c) LIERE Coverage

2 3 4 5 6 1 2 3 4 5 6
Node degree ‘Shortest path length (#hops)

ISP1 - (a) TBFH” Computation time (b) DC E2E Coverage

1 2 3 4
Shortest path length (#hops)

(c) LFAEECoverage

5 6
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VIl. CONCLUSION

Multipath routing enhances the network reliability: itadls
for load balancing and fast re-routing to circumvent conges
tions and failures. However, the overhead imposed by Siggal
messages, the time and space complexity of multiple rou
computation can hamper its deployment.

In this paper, we propose an efficient algorithm, TBF
which provides a greater path diversity than ECMP with

very low overhead. In particular, TBFH efficiently compute$L3]

the two best first hop disjoint paths. The time complexity
TBFH does not depend on the degree of the calculating rou

Furthermore, we propose a general multipath forwardingp]
scheme that provides load balancing and fast re-routing
hops. One possible application of this scheme is to exp
the forwarding diversity to the end hosts and allow them fa7]

control load shifting decisions thanks to a tagging mectrani
We have considered two validation rules ensuring loop-fr
forwarding, the downstream criterion for load balancingd a

the loop-free alternate rule for local fast recovery. In g hd1l
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