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Abstract— Internet service providers have to provision network provide a fast reaction to protect networks from link or node
resources to optimize bandwidth utilization. Dynamic routing failure. However, conditions to use backup paths have to be

protocols take traffic variations into account to control the stricter than with unipath routing protocols because aitter
load distribution. Multipath routing protocols attempt to take t b d ithout fail
advantage of the path diversity to bring network robustness routes can be used even without tailure.

and reliability. Indeed, with a specific traffic engineering policy, We propose the following contributions:
they enable load balancing across several paths. Our aim is  g) We introduce theDijkstra Transversealgorithm (DT)
to compute a set of loopfree paths in order to allow routers and DT(p) our path validation at depthprocedure

to share the load on several next hops depending on current b) Th | he load bal . . . f
load measurement. In this paper, we first describe our original ) Then, we analyze the load balancing issue in case o

Incoming Interface Multipath Routing technique, DT(p), then congestion. We present DT(p)-TE, a mechanism which
we present a scheme for load balancing, DT(p)-TE, based on locally analyzes the bandwidth utilization to dynamically
link monitoring. We evaluate and compare our technique with compute sharing proportions.

several existing approaches by a set of simulations, using differen

scenarios and topologies. c) We finally evaluate DT(p), with DT(p)-TE as a load bal-

ancer scheme, using simulations with several topologies
I. INTRODUCTION and traffic traces.

Traffic engineering (TE) is a critical issue in large |Pl'he remainder of this paper is organized as follows. Se@ion
backbones. Dynamic routing is able to circumvent congestégmmarizes related work. Section 3 introduces our incoming
links in order to improve the quality of applications suctinterface multipath routing technique and a simple medrani
as HD video and VoIP services. However, overhead impostibalance the load on computed routes. Section 4 presents
by the frequency of link-state updates, new path activatiofur simulation scenarios and our main results to underliee t
and signaling hampers its deployment. Multipath routing cd€elevance of our techniques.
balance network load to improve the streaming quality oflon
lived flows. Short flows are not specifically concerned with
dynamic routing because their duration can be smaller thant There are two main families of routing protocols enabling
link state updating period (the duration between two consdoad balancing on multiple paths. The first family uses lagel
utive messages of traffic measurement). Despite the patentir source routing mechanisms (deployed above traditidhal |
benefits in terms of resource control, most backbone nesvorkuting) whereas the second family makes use of hop by hop
still use static routing (OSPF [13] or IS-IS [15] considerouting protocols.
the topology changes but not residual bandwidth fluctuajiorSource routing multipath techniques generally contain two
because dynamic routing can lead to route flapping, stroagges for path provisioning (tunnels built as an overlay
traffic oscillations and excessive signaling messagesheeel. network above the link layer):

Packets routed on outdated information can lead to seriousa) Source path computation algorithms (suchkas best
load oscillations if the system does not react quickly etoug path [7] orCRA[14]) to reduce delays, improve through-
TE objectives can be obtained by routing traffic demands on  put or compute efficient protection paths.

multiple paths. Our approach to reach an efficient multipathp) path signaling protocols (such BSVP-TH5], CR-LDP

Il. RELATED WORK

routing is divided into four tasks: [8]) to position computed paths.
a) Compute and position paths. The main advantage of this type of technique is the ease
b) Analyze local traffic activities and advertise the avaikyith which the administrator can choose TE tunnels, without
ability of local resources in the network. considering loop presence as in distributed methods. For
c) Define load balancing policy depending on the computgfiotection and restoration aspects for example, it is ir@or
(and received) information. that the bypass tunnel guarantees the bandwidth requitsmen
d) Split the traffic among routes. assumed by the primary path. Source path computation allows

This paper deals with these four objectives without congide to easily verify this kind of constraint. Recent TE protacol
the possibility to inform upstream nodes about local residumap the traffic of an Ingress-Egress routers pair onto nieltip
resources. Multipath routing is also an interesting tool tmutes and adapt the load of each route depending on real time



| Notations

Definitions |

measurements, in order to avoid hot spots and cope wittrdail

. . G(N, E, w) Oriented graph G with a set of nodes N, a set o
events. Protocols like TeXCP [9] and MATE 6] use per'”g edges E and a strictly positive valuation w of edges.
packets to measure network response time and thus incre@g@[g| respective cardinal of sets N and E.
the network robustness. However, with path protection adlo| ¢ = e.z, ey edge ec E connecting node x to node y.
balancing objectives, only ingress nodes which label cerres | A~ (2). k7 () incoming and outgoing degree of node x.

Pj(s,d) = 5" best path linking s to d. Recursively,

path resources until the egress nodes are able to shiftatfie tr
from one path to another. The reaction time can be therefare

as long as the notification delay on the return path. With link ¢;(s. ) =
by link protection (for failure or congestion avoidance)et G
reaction can be faster, but does not scale very well, sinee hNVH(s,d)
number of bypass tunnels can quickly become too large andvz (s, p, 4y
similarly with the signaling messages number. Consequent]
the extensibility in terms of Ingress-Egress routers pasiag
such techniques is limited. In aMPLS cloud, only border
routers can play this role in a reasonable perspective when
local path diversity is a key issue for TE requirements.

ey, ... this is the best path whose first edge is distinct frgm
the first edge of theg — 1 best paths.
4t best cost computed on s towards d
(1 <j<k*(s), (0 <m < |NJ).
4" best next hop computed on s towards d. This
the first hope;.y of P;(s,d).
set of next hops validated on the router s for the
upstream router p as input and towards destination d.

y €m

is

TABLE |
NOTATIONS

The second family gathers IP load balancing methods which—condition for v Name || References

can partially solve these problems. However, they have t@ C;(s,d) = Ci(s,d) Av = NH;(s,d) ECMP || [13][15]

guarantee that IP packets in transit will not loop. We thaneef || ¢1(v,d) < Ci(s,d) LFI (20],[21]
Ci(v,d) < Ci(p,d) SPD [21]

have to define the properties of loop free routing for distiéiol
policies. We distinguish betweelocal traffic coming from
the router itself or from directly attached subnetworksd an
transit traffic coming from other routers. For simplicity, we
assume that they come from distinct interfaces. In figure 1,
we illustrate the difference between transit traffic, cogrirom
an upstream routgy for example, and local traffic, potentially Condition LFI ([20]) requires a signaling procedure to dbta
coming froms or its subnetwork. This figure can serve as the costs computed by each neighbor for each destinatia@n. Th
basis for definitions and conditions described in this paaply. last condition SPD (Source Path Deflection) is used in [21]
Definition 1 (Loopfree routing property at the node level)to avoid loop at the link level. This article presents a set of
A multipath routing protocol is loopfree if, whenever a reut rules whose increasing flexibility allows to widen the space
s sends a local or transit packet to any next hofpwards a of valid neighbors. The loopfree routing property at the enod
destinationd, this packet never comes backgo level is not verified. Indeed, a packet can transit twice gy th
same router but never by the same link. Authors argue that
the queue is the primary resource to save, however delays can
increase if paths contain several times the same router and
.. this consumes more resources. We do not think that the queue
usage is the only resource that a network administratordas t
take care of. Condition SPD needs also an enhanced Shortest
B T e Path First (SPF) algorithm to compute best path costs of the
neighborhood.

TABLE Il
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AND LOAD BALANCING

Fig. 1.

Hop by hop loop free routing

Table | gives definitions required to express the loopfree This section first describes our path computation and val-
routing property. We order paths depending on a given lin#ation algorithms. We present our enhanced SPF algorithm
state metricC, and we focus on the best paths whose firstnd introduce our validation protocol at depth These two
edges are distinct. To differentiate equal cost paths, we cstages produce loop free routes with low computational and
sider the lexicographical order of first hops. The valuatiosignaling messages overhead. The ability of our propeostto
w denotes the weight of each link, it can be the inverse benefit as much as possible from path diversity is due to the
the link capacity for example. Conditions given in Table Itlistinction done on the interface on which the packet astive
are sufficient but not necessary to define loopfree altern&dher works such as "Source Selectable Path Diversity via
paths. Consequently, according to the topology charatiesj Routing Deflection" [21] and U-TURN [3] (an extension of
an alternate path cannot always be found, even if theresexiste "Loop Free Alternates" technique [4] to reroute thefizaf
one. in case of failure) also use this idea.

Deployed routers usually implement the ECMP (Equal Costhen the TE section deals with the load balancing issue. We
MultiPath) feature of routing protocols such as OSPF or3S-Ibriefly expose the problem of the load sharing and finally



At each step, DT stores the best alternatives dependingeon th
first hop, the outgoing interface. We must consider that £dge
in the best path tree are symmetric in valuation and existenc
(duplex links) for backward transverse path computatio@p(s
b). The complexity of our algorithm in each root node

is, in the worst case, and without an optimized structure to
implement the best cost table:

O(INJ* + |E| + [N| x k*(s)) = O(IN|*)

<4— Best Path Edge
4— - - —p Transverse Edge
< Ignored Edge

Therefore, the DT algorithm introduces a slight overhead in
calculation time (proportional to the outgoing degregys)).
A complete description of our algorithm is given in [12].
If we use these sets of paths computed on each router without
considering the packet origin, this causes loops due to hop
by hop routing. The composition of next hops computed with
DT needs a validation protocol to transform these next hop
candidates in valid loopfree next hops. We first describetla pa
validation with aone hop visionDT(1): the path validity is

In this section we present the ability of our DT(p) techniquehecked in the one hop neighborhood at the incoming interfac
to compute a large set of paths. To illustrate the relevaficegranularity.
our method, we consider the simple network given in figure 2) DT(1): Since hop by hop routing with unequal cost
2. If all links have the same weight, only the best path vipaths may induce loops, we enter the neighbor-node vadidati
router 1 can be used to lins and D with existing distributed phase. Initially, only equal best cost paths are valid witho
multipath techniques (except for SPD, but the loopfreeingut considering the incoming interface. Now routers have to

Fig. 2. Six routes can linis andD with DT(1)

propose a solution whose main advantage is simplicity.

A. Path computation and validation

property at node level is not verified).
In this paper, we will show how, with our propositio8,can backward or forward) computed paths. A rousesends, for
benefit from six paths to readd without creating loops.

1) Dijkstra Transverse (DT)This paragraph gives a shorty = NH,(s,d) which contains the best cost to readh
description of our enhanced SPF algorithm to compute (3 (s, d). To validate a NH, we use the following condition:
multipath cost matrix. A cost matrix computed ercontains

an estimated best cost foW | destinations and via all possible

(kT (s)) adjacent neighbors.

exchange best path cost informations to validate othemp{sim

all destinationsd € N, a message to its downstream router

)

If this condition is verified on a routef, for an upstream router

Cj(v,d) < Ci(s,d)

[Terms [ Definitions s and towards a destinatiah the loopfree routing property is
branch all best patheP, (s, d) in the best path tree guaranteed for the next hapH; (v, d). For allj verifying (1),
branchy, (s) which have the same first edde, h}. NH;(v,d) is marked as a valid next hop for traffic coming
tr'ansverse an edge is transverse if it connects two distinct branches.from s to d, andv validates a new routing rO\(\s, NHj(v7 d),
simple a path of m edgegeq, ea, ..., em } such that . . . .
transverse | {e1, ez, ..., em—1} forms a best pattP (s, em-1.) d). A routing row on a routes is a triple (p, n, d) meaning
Pt(s, d) and such that,, is a transverse edge. that traffic coming vig for d can be sent to next hapwhere
tbaCkwafd ?Path of m edge$61762;-~-y_6ml} ?UCh that for azi-e n = NH,(s,d) € NH(p,s,d). If (1) is verified for at least
E;?(S;exe e {ix’e;{i’l"‘_’jlfi}'ﬁssg‘geitr;gj;;?@ij”y)_sum onej, v sends a positive answer ® ands marksv as a
forward a path of m edgege,, €2, ..., €, } Such that for av i.e valid NH for local traffic towardsd. Then,s is able to use
ransverse | 1 <z<m,{e1,..., ez} is either NH;(s,d) = v for its local traffic. The main advantage of
Pfi(s, d) S'm?'e‘i:ri':"?rse Zrzfai‘gk;“’ggtt?;fi\ffg‘: Z”g)sum 1t our technique is the use of a candidate routing table allgwin

TABLE Il
TERMINOLOGY

DT computation consists in three main steps:
(definitions are given in Table II)

a) Compute the best path tree &sithple transverseaths. (transit traffic coming froms) only if v validatesN H (v, d)

b) Construct abackward transvers@ath set and add it to for its local traffic or if C;(v,d) = C1(v,d). To increase the
the previous set.

c) Construct dorward transversgath set and add it to thethe validation process, this is DT(p). DT(p) prunes the DT
previous set.

to individually check the validity of each NH (corresponglin
to the first hop of a pathP;). Condition (1) means that the
first hop N H, (v, d) of a pathP; is valid for the couplgs, d)
and for lower cost paths. Indeed, \f an adjacent node of
s, guarantees a cost equal to the best one thathas, for

a given destinatiord, then, one hop further, the path cost is
strictly less tharC. Note thatP; is validated orv for s as input

number of validated paths, we have to increase the depth of

subgraph at the depiinto avoid routing loops.



3) DT(p): In order to introduce DT(p), we have to definéVith the DT(p) procedure, each routerin a routeR,, (s, d)
the notion ofroute as opposed to the notion @iath With guarantees the two following properties € [0, m]):
distributed (hop by hop) routing, only the first hop of a path (a) If {k|NHy(ri41,d) = rijo ACr(ris1,d) > C1(r5,d)},

is actually used for routing. routersr;yq, 2<q<p guarantee in a maximum radius of
Definition 2 (Route):Formally we denote a route ai hops p — q, for each possible NHs composition with DT
linking a sources and a destinatiord : R,,(s,d), and we (except SKIP NH), a cost less thah (r;, d).

denote NH (s, s,d), the set of validated next hops of paths (b) NH(r;,r;11,d) C NH(rii1,7i41,d).

computeq by DT ons, for its Ioc.al traffic. Hence, a route Note for property (a) that, itV Hy (riy 4, d) = i1, with 1 <
Rm(s,d) is a composition of validated NHs (depending on « < j, this generates a SKIP result for th&" NH of

the incoming interface) and takes this form= o, d = r,): Tisq: NHy(risq,d). ROUtErsr; ., .<, Must be distinct from

r; (LOOP result), so property (a) permits to generate a VALID
result. The formal proof and a synchronization mechanisen ar
with r; 11 € NH(ri,ri-1,d) andry € NH(s, s,d). given in [12], where we have also analyzed the convergence
With this terminology we can describe our breadith first searme. The key idea is the existence of a strictly decreasesj b
loop detection method with nodes in depth. This is a waveCoSt chain on downstream routers verifying the property (a)
of messages calleguierytriggered on each downstream routef\ftér some experimentations it appears that it is not usieful
node s on the k' NH of r1: NHy(r1,d). These messagesStores candidate NHs, the more difficult it is for DT(p), with
query(s,d,c,q, P) containe = Cy(s,d), the best cost for s, ? > 1, to verify the property (). We choose as an improvement
g (1 < ¢ < p) the number of remaining hops afdthe set of 0 try to validate only all best cost next hops and the best
tested routers. In the following we describe our algorittom f Valid sub optimal next hop if any (DT has only to store these
fixed s andd. The aim is to determine if a NH is valid, evenNHS). This insures that in most cases there will be at least on
if it does not satisfy condition (1). Witip>1, DT(p) cannot alternate path. The set of routes generated by this imprexem
benefit from the granularity of the incoming interfacepIf- 1, IS ot a subset of routes validated without modifying DT and
condition (1) has to be verified for all NHs computed by DTV/CE-Versa.

However, a router has only to take care of loops coming bagk Example

to itself. A routerr, (0 <0 <p)can appear twice or more In figure 2, the pattP; (S, D)=S-1-Dis the best path linking
in Fhe validation phase. The wave_tnggered on a router S and D, whereasP(S, D)=S-2-4-Dis a simple transverse
which does not belong tdlH(s,s,d)with p=1 (or if a router path Pft,(S D)=S-2-3-£—Dis a forward transverse path and
"2 = NH’“(H’OO does not belong th.H(rl,s,d)), must there is no backward transverse path linkisigand D. Edges
explore, in a radius op-1, all NH gomposmons to test the_ set{2 31, {4, D} and {5, D} are transverse in the best path tree
paths_ _generated bpT. If 1, a nelghbor oF, does not_ ver_lfy rooted onS. S-2-3-Dis not a transverse path because the edge
condition (1) onN H(r1,d) = ra, it forwards.the validation {3, D} connects two paths of the same branishinch, (S).
\r/nvisésr]agei]léfjg(s’dr’ecégiv_esl’ﬁ) to (TQ ;nd w;;ts%rgor; a‘rfﬁéy' This link is ignored in the DT computation b8 However,

i+l auery\s, d, ¢, q, A .~ node2 may use this edge, thanks to hop by hop routing, for
pseudo code of the DT(p) algorithm can take this form: its upstream node¢$' in order to form a route. DT computes

> if NH;(riy1,d) satisfies (1)ri41 stores a VALID result 5)| paths containing at most one transverse edge. In the same

Rm(svd) - {Tlvr?v Ty T, ,T’m}

for NH;(riy1,d) example, DT finally only stores the best pa$hl-D for the
> else if NH;(rit1,d) = rg with rg € P = {ry,...,ri}, outgoing interface towardsand a transverse pagi2-4-Dfor
rit1 stores a SKIP result foN H;(ri11,d) the outgoing interfacé.
> else if NH;(rit1,d) = s, riy1 replies with a LOOP wjith DT(1), if we consider an uniform link valuation, six
result tor; routes are validated fron to D : S-1-D S-1-3-0 S-2-
> else ifq >0, 7,4 sends auery(s,d,c,q — 1, P) with  3.p 5.2.4.0 S-2-4-5-D S-2-3-1-D To illustrate the NH
P — PUr toits candidatelV H; (rit1, d) composition, let us consider the path computed 2omith
> else the max deptp has been reached without successT Router2 computes a path vi§ = NH;(2, D) to reach
and a LOOP result is returned 9 D, so that packets may loop on the lifks, D}. Indeed,

When r;, with 4 > 1, has a result/reply for all its candidaterouter 2 has three candidate routing rows corresponding to
NHs it computes its own result which is the max of alits best pati2-3-D, a transverse patB-4-D and a backward
responses (the order of replies/results veriflt@OP > transverse patB-S-1-D However,2 does not validate the last
VALID > SKIP)and sends itte; 1. NH(r;41,7;,d) # (0 path forS as an incoming interface, but it validates this next
only if r; verifies condition (1) on a NH of; .4, or if ;17 hop only for its local traffic,NH (2,2, D), to form the route
receives a VALID result coming from a routey, , for (r;,d). Rs(2,D) ={S,1, D}.

If r; receives a VALID answer froms,, it validates a routing Thanks to DT(3)2 can use the alternate rouze3-D-4to reach
row (s, rq, d) and transmits this information &(if there exists 4. On the routeB, the path vieD does not satisfy condition (1).

a routing row(ry,ro,d) = ro € NH(ry,71,d)). Then, DT(3) explores the routdd which has two solutions



to reach4 (because of DT modification to improve DT(p)).Equations (2) and (3) imply the consistency of global and per
NHy(D,4) = 4 satisfies condition (1) bulVH,(D,4) = incoming interface proportions. Equation (4) indicatest the

5 does not. ThusD sendsquery(2,4,1,1,{3,D}) to 5. sum of incoming proportions reported to the quantity officaf
NH,(5,4) = 4 produces a VALID result and H»(5,4) = D  they have to support depends on global proportions.
generates a SKIP resub. send a VALID reply toD which We define the functio/ (1), wherel an outgoing link ofs, as

do the same wit8. 3 validates a routing row(2,4, D) for the total traffic on linkl divided by its capacity; :

transit traffic coming froms because(3,4, D) is activated ‘

(C2(3,4) = C1(3,4)) and informs 2 which validates the Ul UINHy (o d)=t-a} z4(p) x Va(p)

routing row (2, 3, D) for its local traffic. a
pel,deN

C. Load balancing

wherex‘j(p) corresponds to the portion of traffic coming from

This section presents a formulation of the load balancing\yhich is sent via the link towardsd.
issue and a proposition in a distributed multipath contes&d A global heuristic to improve network usage is to minimize
balancing is common in ISP networks. There exists sevefgk maximum link utilization in the network, i.e:
theoretical propositions, but only the simplest ones aexlus
in real environments. We tried to find a compromise between min max U (1) (5)
computational overhead and reactivity. Indeed, according el
the time scale of our measurements to analyze the netwdike objective of this optimization problem is to anticipate
activities, it is very difficult to quickly react to fast antteng congestion by minimizing the load of highest loaded linkse T

load oscillations using a complex algorithm. idea is that when links are weakly loaded, network response
In this paper we consider load balancing among variable rdime is globally better. Such a formulation implies lineaop
flows such as TCP flows. gramming in order to optimize this global objective funatio

1) TE module: Bandwidth measurement may allow toThis is unsuitable for a distributed and high performance
prevent congestions. We choose a load balancing schewoeputation, especially to produce quick local decisiohgmv
which favors the minimal cost path utilization until signdint the traffic is unpredictable. We choose to use a purely local
trouble occurs. Our TE load balancer prevents routers francremental heuristic to approach desired proportionsst,Fi
recalculating unnecessary proportions so often that ildcowe decide to not consider destination and incoming interfac
lead to unwanted oscillations. In our context, the objectivour measurements, in order to reduce complexity. Eachroute
of real time measurements is to produce a set of proportion®nly needs to measure the load, denoted= U(l) x ¢
corresponding to the quantity of load to share among sevedairing a chosen time scate for each of its outgoing links.
next hops for the same destination. When the network The load balancer reacts only when a lihks stressed ac-
weakly loaded, it is preferable that routers only use one obrding to a given threshold; > « x ¢;. Actually, the choice
their best next hop (the minimal cost path) in order to usg lesf a time scale is a fundamental issue. For example, a gigabit
resources. This set of proportions is associated to a spedificoming traffic can fill up a queue @00 000bits (75 packets
destination and has to verify several conditions. of 1000 bytes) in 0.6 milliseconds. The monitoring period
Formally, we denote{xz{,§,...,z%,...,z¢} the vector of should be strictly smaller than the millisecond to compute
global (local and transit traffic) proportions accordingatdes- new proportions which allow to dynamically avoid loss. So
tinationd on a routers which hasn possible next hops to reachwe aim at preventing only persistent congestions duringemor
d. j denotes the rank of the path according to mettigiven in  than a second. With our load balancing scheme, each router
table I. We also denotgz{(p), z4(p), ..., 24(p), ...,z (p)} the only needs to compute the load of each of its links and to
proportions of traffic coming from interfage sent viaN H;. determine which one carries the most critical load. Our TE-
Note that if NH; is not a valid next hop for traffic coming module shifts the amount of demands on an alternate next hop
from p, its proportion is set t®. We denoteV,(p) and VI if its own traffic is low enough. After each monitoring period
respectively, the load coming fromand the total load aimed ¢, a routers chooses (if there are multiple local congestions)
at destinatiord. I denotes the set of potential upstream routeits worst link in terms of load and moves a part of this load

to s related to destinatiod. to the best non-stressed NH (a NH is considered as non-
These variables are subject to the following constraints:  stressed ifu; < 3 x ¢;). A link I corresponds to g** NH
n (l.t = NH,(s,d)) for a set of couples destination/incoming
ij -1 2) interface (d,p). We use the following formula to compute
e the relaxed proportion on the most stressed lirdfter each
n monitoring perioct :
Vpel Y zi(p)=1 (3) . . ax e
=1 Vpel,de N f(p) — xj(p) x ( ” ) (6)
k™(s) d
Viel,.n w - x;l (4) If a congestion occurs on a link our load balancer shifts,
=1 Vi ‘ for every possible destination and incoming interfaceh(@re



exists a local non stressed alternative), the correspgratio- IV. EVALUATION AND SIMULATION
portion a:;l(p) tq an alternate NH. In practige, to adjust Propora - Simulation setup
tions, we take into account the NH capacity and the assatiate
alternate route cost. The intuitive idea is to incremenptadhch Ve use Network Simulator 2 [2] (ns2) in order to compare
proportions approximating the min-max problem given in (5jifferent routing approaches. SPF and ECMP routing prdgoco
but only when links are really stressed. We also define 8¢ already implemented in ns2 with a link state metric. We
mechanism to return to the initial condition when a lihk have extended ns2 to implement DT(p) and LFI routing and
corresponding to a primary next hop in some routing row, fdded our TE module to the classifier.
not stressed anymore. The proportigf(p) corresponding to 1) Simulation topologiesWe present here results obtained
a routing row(p, NH; (I.z, d), d) progressively returns to 1. on three different topologies. The first two networks (Open
It is important to understand that this paper aims to underlitransit and Alternet) are topologies measured from traces.
the advantage of path diversity generated with DT(p) rath¥fe choose these two topologies among a larger set of maps
than show performances of our local load balancing schenf@iven in [1]). Alternet represents the category of very hezb
Indeed, our TE load balancer is a simple heuristic and oQgtwork whereas Open transit is less connected. These rketwo
aim is to put forth the interest of using a good set of pathi®pologies have been obtained through thenfo tool. For
in terms of quality and quantity. networks where native multicast routing is enabled amihfo
is not filtered, this tool gives precise maps of router inter-

2) TCP incidence:Dynamic load balancing needs scheme&onnections (see [16]). For simplicity, we assume symmetry
that split traffic across several paths linking the same pdiy connectivity and weight assignment and we consider each
of routers using a fine granularity. Traffic can be split dthk to be cost equal. We favor the use of our own topologies
two levels. Packet level splitting (for example with a simplPecause the authors of [18] have found that the Rocketfuel
round robin scheduling) is well suited to quickly assign thtopologies have significantly higher apparent path diversi
computed load proportion on each path. When paths hd{i@n what they measure in reality. These topologies both
different delays, this fine granularity can mis-order a dﬁrgcontain false links and miss actual links, and therefore can
number of packets. A TCP flow interprets this mis-orderingf€ate an important bias.
as a sign of congestion and reduces its congestion wind¥¢ have also simulated the real propagation delays of each
Size, resumng in lower performance_ link USing an orthodromic method a”OWing us to determire th
Flow level splitting (a flow can be defined at different level@hysical length of each link fairly precisely. For the GEANT
of granularity: source, destination, port, ...) maps eaotw fl topology, we use an additive metric and a link valuation give
to a specific path and solves the mis-ordering problem. With [19]. Table IV summarizes the main characteristics of our
this type of splitting (often based on hashing schemes} logvaluation networks.
assignment is unable to accurately and quickly re-balanee t

load if strong variations in traffic demand occur. FLARE [10] | /TE;\:V:: name || # OfSr;OdeS[ # O;gjgesl D'argeter]
is a compromise between these two solutions. This technique —Gpen Transit 75 506 11
exploits a simple observation on the maximal delay diffeeen [ GEANT I 23| L
between parallel paths and the time between two consecutive

packet bursts. It switches packet bursts instead of flows. In TABLE IV

this case, load splitting is more accurate and avoids the TCP EVALUATION NETWORKS

mis-ordering problem.

In our simulations, we split traffic at the flow level. All paets

belonging to a given flow are tagged at the source with a2) Traffic: While most Internet flows are short lived and
unigue random numbes € [0, N]. The tag is then similarly small sized, the majority of the packets and bytes belong
exploited by each multipath router to determine the next hap long lived and big sized flows (see [11] for a detailed
to use. Routers just pick the tag and forward the packet traffic analysis). Indeed, flow size distribution as well asfl

the path for which the proportion boundaries contain the tayration distribution follows a heavy tailed distributiowe
value. This tag could also be computed (by a hashing methioalve run simulation scenarios under realistic traffic ctoiwls.

for example) and be used differently on each hop. TechgicalDur flow generator uses the data sets given in [19]. The sets
the IP packet header must contain a tag value belonging tofatraces describe traffic activities by periods of 15 misute
[log2N'] bit field. With IPv6 the flow label can easily containEach data set consists of traffic matrices built using fulP1G
this tag whereas the ToS/DSCP field can carry it in IPv4routing information, sampled Netflow data and BGP routing
Note that the tag could be used to implement some form ioformation. A traffic matrix gives us the amount of traffic
QoS routing. For example, we could decide to force smakchanged between each pair of nodes. We have replayed
sized flows to systematically follow the best route. In [ network activities using the information given in the traffi
authors deliver a detailed analysis of long lived flows nogiti matrix with the finest granularity in order to simulate a real
issues. They propose to route long lived flows on non-minimaktwork behavior. It produces coherent traffic quantityoade
routes, but to forward short flows on the shortest path. ing to the given traffic matrix, and it generates a heavy daile



flow size distribution. We use a random number generator tiw the shortest route which links a pair of routers. This fgur
draw a valuen belonging to[0, 1] and we apply the following compares the ability of each of these techniques to find a
function m — *== to determine a flow size. The resultinglarge number of alternate routes. Each bar represents @with
flow size frequencies follow a power law distribution,,;,, logarithmic scale) the number of alternate and shortesesou

is the minimum flow size and: is the shape parameter.grouped by the length of the shortest one. The number of
We choose a shape parameter= 2 for our flow size alternate routes is very low with LFI (or ECMP). Actually,
generation to perform a good compromise between intensiwben the link valuation is uniform, LFI validates only equal
flow generation and the running time of our simulations. Weest cost paths. In real topologies, this kind of charastieri

do not consider the application level but only the transpog rare. We have also analyzed the capabilities in terms of
protocol level characteristics. Each entffiy j) in the traffic rerouting. We have measured the percentage of routers able
matrix is decomposed in TCP flows (the minimum flow size #® use an alternative route to circumvent congestions on a
Tmin = 20k B whereas the maximum flow size is bounded bgrimary route. Table V gives a synthetic view of these result
10GB). These flows generate TCP elastic traffic from rodterLocal rerouting means there exists a local alternative @n th
towards routerj with a randomly chosen departure time. Eactouter detecting the congestion whereas upstream regputin
simulation script generates at led€t0 000flows. 80% of the means that an upstream router, including up to the sourcg, ma
global load is carried by the0% biggest flows (whose size redirect the traffic if it receives a warning. Such a differen

is superior t0500kB). We have considered that the impacbetween LFI and DT(1) for Alternet and Open transit networks
of very small flows is negligible. In practice, we use dropis partially due by the uniform link valuation (for a detaile
tail queues which are able to contdin packets oflkB and analysis of topology characteristics, refer to [12]). ladgon

the sender's TCP window is bounded 16§ packets. The a valuated topology such as GEANT, we observe different
traffic quantity given in [19] data sets is not sufficient toess  results. A deptlp > 1 allows to benefit from cycles of long
(loss and links utilization are very low) the over-provisieed size whereas LFI can produce better results than DT(1) if the
GEANT network, so we increase some entries in the matrix topology does not permit to take advantage of condition (1).
artificially trigger significant congestions. Results hdeen

obtained on a subset of possible congestion scenarios. \véletwork name Local Upstream

choose to increase the load on links which are already loadéd LA [ DI [ DTE) [ LA DT [ DTE)
c y FAlternet 178 978 | 99.2 | 342 | 984 | 99.8

(the load recorded at the time scale of the second excé¥®ds | Open Transit || 159 | 59.7 | 77.8 | 33.3 | 75.7 | 91.7

on links with a capacity superior Gb.s~!). We define and [ GEANT 36.6 | 366 | 746 | 634 | 624 94

use three models of congestioris:—» n, n — 1 and1 — 1. TABLE V

The first two models increase by a factor of 5 a row or a REROUTING CAPACITIES

column of the traffic matrix whereas the third model incrsase
a single entry. In all cases, we choose to generate a single
persistent link congestion with SPF routing. 2) TE results: In this section, we present a set of simu-
lations to evaluate the performance of different path ‘ealid
B. Results : . . :
o . tion techniques associated with our load balancer. We have
1) Path diversity results:First, we have evaluated pathyetrieved two main indicators to compare the efficiency of LF

diversity depending on the path validation protocol. Weehayyith our TE load balancer mechanism), DT(1)-TE and DT(3)-
computed the total number of possible routes enabled Wil compared to SPF routing:

DT(3), LFI and SPF. Figure 3 shows the path diversity in i- Global number of dropped packets.

ii- Link load in the time scald.

Table VI contains our main simulation results. The first line
gives the average packet loss reduction ratio comparedfo SP
The second line shows the average load percentage of the most
loaded link. We discard the warm up period and just consider
the steady state period. Average load results on each run hav
been obtained with &5% confidence level. The confidence
interval is below0.1% of the link capacity in the steady state
period of each run. The parameters used for our load balancer
aret =1s,a = %+ and g = <.

100000

10000

1000

Number of routes

100

10

Indicators LFI DT(1) | DT(3)
! 1 2 3 4 5 s 7 8 9 10 11 average loss reduction ratio 3.8 4.2 6.5
Best cost route (OpenTransit & Alternet) average load of most loaded links (SPF:76%0)61.4 61.4 51.8
Fig. 3. Routes number TABLE VI
TE RESULTS

terms of loopfree routes. These routes are gathered angordi



We have also measured each TCP flow duration. The diffeve proposed a new scheme to improve network response
ence in duration with SPF is not really significant although iin a distributed way. DT(p)-TE offers the possibility to use
favor of multipath routing under these simulation condiso temporarily alternative routes in order to reduce packes lo
DT(1) brings the best results but the difference with LFI iand throughput decrease. Simulation results emphasize the
insignificant. We observe a slight deterioration in the tiara interest of our proposition. The path diversity and the cipa

of diverted flows with DT(3) compared to LFI and DT(1) wherto coexist with an elastic and non stationary fluid model of
using TCP windows of 65 packets. This is due to the use wéffic, such as TCP flow aggregation, seems to be fundamental
alternate routes presenting a larger RTT. A larger RTT redudo perform dynamic routing. We still have to work on the
performance when the TCP window size limits throughput. Wadjustment of the time scale parameter of the load balancer.
notice that, using a larger TCP windows, DT(p), with> 1, This issue is essential to trigger an appropriate reactimh a
can reduce flows duration. DT(p) computes non-optimal utenplement an efficient local load balancing. We also have
which can be useful in case of significant trouble (criticdb work on the way to coordinate reactions between routers.
congestions or link/router fault). Moreover, results of table So they could exchange local informations in order to avoid
VI represent the mean values of all simulations results. Inappropriate load shifting when local decisions are inifit.
approximatively 1 simulation out of 5, our TE load balanceWith such a signaling protocol, a router should be able to
simply moves the congestion to another link. In some abnsider the route quality up to the destination. We are
these cases, the load balancer does not improve routing.clnrently investigating the convergence time of a protocol
future works, it will be necessary to define how routers mayhich distributes the load balancing decisions. This mobl
coordinate local actions in order to provide a more efficieabncerns both congestion avoidance and fast reroutingsssu
reaction in these particular cases. Figure 4 illustratesnibst when there is no local solution.

loaded link utilization with different techniques.
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