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A BRIEF PRESENTATION: WHO IS THIS GUY?



MY MAIN RESEARCH CONTRIBUTIONS

TwoMain Research Topics to Improve the Internet
Both about Routing but from two distinct perspectives

1. Routing Algorithms & Protocols: Compute and Deploy Valuable IP Routes
▶ Fast and correct convergence for several changemodels:

link and node failures, maintenances or BGP hot potato
▶ Multi-metric andmulti-path for traffic engineering

2. IP Measurements in Transit Networks: Topology Discovery & Large Scale Monitoring
▶ Reveal Hidden MPLS Tunnels & Forwarding Detours
▶ Troubleshoot ISP (Internet Service Provider) Networks
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A SHORT INTRODUCTION & CONTEXT



INTERNET: THE WORLDWIDE DISTRIBUTED SYSTEM

▶ Large scale: soon 100, 000 Domains (including≈ [100...10, 000] routers), 1M IP
prefixes andmuchmore end-devices than human beings!

▶ Complex: numerous heterogeneous hardware and software components

▶ Innovation is difficult and challenging:
▶ The universal common technology for connecting all devices lies in the IP data-plane
▶ The IP control-plane (i.e. the routing) provides means to install andmanage

forwarding routes, e.g. with MPLS or Segment Routing (SR) w.r.t. the type of service

2



INTERNET: THE WORLDWIDE DISTRIBUTED SYSTEM

▶ Large scale: soon 100, 000 Domains (including≈ [100...10, 000] routers), 1M IP
prefixes andmuchmore end-devices than human beings!

▶ Complex: numerous heterogeneous hardware and software components

▶ Innovation is difficult and challenging:
▶ The universal common technology for connecting all devices lies in the IP data-plane
▶ The IP control-plane (i.e. the routing) provides means to install andmanage

forwarding routes, e.g. with MPLS or Segment Routing (SR) w.r.t. the type of service

2



THE BIG PICTURE
COMPLEX ECOSYSTEMS
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TWO SCALES AND SEVERAL TECHNOLOGIES

Two scales of routing operations:

▶ inter-domain or AS-wide level: BGP
▶ intra-domain or router level within an AS: IGP

Several technologies and paradigms:

▶ Hop-by-hop packet forwarding (for best-effort traffic),
or loose source routing, e.g. with SR or MPLS tunnels

▶ With packet encapsulation, one can enable Traffic Engineering (TE) for premium
flows, or deploy Load Balancing (LB) and Fast-ReRoute (FRR) for all services.
A single deviation from the best-effort usual IP forwarding scheme is often enough
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BACKGROUND: INTERNET ROUTING PROTOCOLS

Two respective paradigms for inter- and intra-domain routing:

▶ with BGP, preferences are local and selfish: the path vector protocol may diverge
▶ sufficient conditions for convergence a priori met in practice (valley free routes and usual

economical incentives)

▶ within IGP link-state routing protocols (e.g. OSPF, IS-IS), the objective is globally
consistent, typically aminimum function applied on an additive metric: (min,+)

▶ convergence is granted (thanks to the isotonicity &monotony of routing operations),
but anomalies, e.g. forwarding loops and path sub-optimality, still occur during
transient periods of change
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ROUTING CHANGES: ILLUSTRATION IN RENATER
The DCART project deployed in the French Educational & Research Network
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ROUTING CHANGES: ILLUSTRATION IN RENATER
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A not so simple ECMP
forwarding loop

Forwarding loops do occur, in particular when routers reboot!
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SR BASICS (I)
USE-CASES & CONTEXT

MPLS is the legacy technology: as
a data-plane layer, it is valuable, but
its control-planes (e.g., with LDP or
RSVP-TE) imply many forwarding
states at routers :(

On the contrary, SR implies to push
a SR stack on packets at the
source, i.e. at the ingress PER.
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SR BASICS (II)
TWO KINDS OF SEGMENTS

Node segment Adjacency segment

Limitations: MSD, themaximal segment depth, that is the maximal number of segments
(#seg, the SR operational metric) an ingress PER can append to each packet at line rate. 9



PUSHING SR TO ITS LIMIT WITH DCLC
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2-Constrained Optimal Paths (2COP)
Let f(Mj, c0, c1, c2, s, d) be a function returning a
feasible segment path from s to d, verifying constraints
ci, 0 ≤ i ≤ 2 and optimizing Mj, j ∈ 0, 1, 2.
For a given source s and given upper constraints
c0, c1, c2, we have

2COP(s, c0, c1, c2) =
∪

∀d∈V,
∀j∈{0,1,2},

∀c′j≤cj

f(Mj, c′0, c
′
1, c

′
2, s, d)

With extreme use-case such as DCLC (2COP in particular), the number of required
segments is not negligible: it can reach and even exceed the MSD limit! 10



2COP IS EASIER THAN YOU THINK BUT...
...#SEG IS NOT YET ANOTHER METRIC!

The Pareto Front can be discretized but... ...# seg is aweirdmetric!
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ISOTONY (I)
A sub-path of a best path is also a best path!
More precisely, using a routing algebra formalism, let me denoteA = ⟨S,�,�,O⟩with
S = L ⊎ Σ a non empty finite partitionned set with two operations:

� : Σ× Σ −→ Σ � : L× Σ −→ Σ

Where the first,�, is the best path selector, and the second,�, the path extension through
an edge. The setΣ is about paths and L about edges. Finally,O depicts special paths when
initially advertised and, with a total order, we can define≼ such as β ≼ α⇔ β � α = β.
Then, formally, isotony is defined as follows:

∀ (λ, σ, τ) ∈ L× Σ2 : σ ≼ τ =⇒ λ � σ ≼ λ � τ

Or equivalently as:
λ � (σ � τ) = (λ � σ) � (λ � τ)

12



ISOTONY (II)
In (other) words, isotony (and strict monotony) is a sufficient condition for convergence,
and it enables greedy algorithms like Dijkstra to be efficient! Relying on an algebra with
operators such as (min,+), like in IGP networks, it is easy (but another story with BGP...).

In case of multi-metric IGP routing problems, the definition of isotony can be generalized
to non dominated paths (the Pareto Front with a controllable size of Γ and with γ = Γ

c1 ) as
optimal paths. It is then enough to extend them to retrieve all optimal paths!

Although the 2COP problem is (weakly) NP-hard, one can easily reach almost optimal
solutions. For example, with guarantees such as (pd is the returned path):

d0(pd) ≤ c0; d1(pd) < c+
c0
γ
; d2(pd) ≤ d2(p∗d)

with di providing distance for mettic i, c ≤ c1, the delay constraint, and p∗d the optimal
constrained path towards d. 13



IMPROVING ROUTING SYSTEMS WITH SR



BEST EXACT SEGMENT TRACKS
FOR 2 CONSTRAINED OPTIMAL PATHS (BEST2COP)
Goal
Compute Delay Constrained Least Cost (DCLC) paths in SR domains

Challenge and Originality
With a third SR operational constraint (MSD), solve DCLC inmassive scale networks

The Algorithm in a Nutshell

▶ Transform the raw graph into a multi-metric SR graph enabling ECMP with min-max
DAGs: (best IGP cost, worst delay) to satisfy the delay constraint

▶ Use a Constrained Bellmann-Ford (BF) variant limited to MSD steps on the SR graph

▶ Group the Pareto Front updates at each iteration of the parallel not in place BF variant
14



PROBLEM STATEMENT: DCLC IN SR DOMAINS
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A simple DCLC illustration

▶ DCLC is only weakly NP-hard

▶ Delays are measured (trueness)

▶ Approximation with guarantees!

▶ The SR constraint (MSD) can be
natively handle (SR graph)

▶ Our BF implementation can be
efficiently multi-threaded...

▶ And Pareto-front updates can be
grouped at each iteration!
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THE DATA-STRUCTURES AND OUR MODEL
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← Themulti-metric SR graph
BEST2COP iterates on it MSD times

The SR encoding is either embedded natively or can be used as a third dimension with a
live-conversion algorithm (GoFoR-SR) as we will see afterwards...
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THE CORE ALGORITHM
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EXTENSIONS FOR MASSIVE SCALE NETWORKS

Ax Ay
A0s

Ax Ay

dB1
B2

B3

b2cop(s, d) ⊂ B1 × B2 × B3

1. Perform a flat B2COP within each area (to obtain
each Bi, i ≥ 0);

2. ABRs Ax share their Pareto Fronts (for areaAx and
others in the opposite direction) among areas
and perform their Cartesian products;

3. A post-processing is applied to refine
computations (i.e. to remove superfluous
segments and cleanmerged Pareto Front), in
particular when several ABRs exist between the
backbone (area 0) and other areas.

B2COP can be extended into BEST2COPE to deal with multiple areas and save
computing, memory andmessage ressources.
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PERFORMANCE EVALUATION: FIRST RESULTS
FLAT CORE IP NETWORKS
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EXTENDED PERFORMANCE EVALUATION: SETUP
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PERFORMANCE OF BEST2COPE
IP GRAPHS SUCH THAT 10.000 < n = |V| < 105.000

Oceania (|V| ~ 10k) Africa (|V| ~ 21k) America (|V| ~ 45k) Europe (|V| ~ 76k) Asia (|V| ~ 105k)
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BEST2COPE scales very well for massive networks!
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WRAP SR AROUND ANY USE-CASES?!



WRAP SR AROUND ANY ROUTING PROBLEMS
GOFOR-SR – SUBMITTED TO CONEXT’23 – A GENERAL AND OPTIMAL FRAMEWORK

Goal: Optimally Deploy Source Routing (SR)
For usual shortest path computation & routingmodels, such as:

▶ best path on an orthogonal metric (non IGP, e.g., the latency);

▶ best path avoiding a link / node;

▶ and their generalization: set of optimal paths, i.e. non dominated, on multi-weighted
graphs avoiding a link / node!

▶ Several strategies: lexicographic, constrained (Pareto) vs. 1Best, AllBest, All (diverse
multi-path options);

▶ Twomain challenges: (i) truly optimal encoding and, (ii), extension of the
comparaison function (initially denoted as⩽\0 without SR) 22



GOFOR-SR: MINIMIZE DELAYS (FIRST EXAMPLE)
RELYING ONLY ON IGP SEGMENTS!
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Loss of Isotony: how to extend the comparison operator⩽\0 to sort pathswhile
efficicently integrating SR?
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A SECOND EXAMPLE: AVOID A FAILED COMPONENT
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How to encode (all) paths verifying the objectives (i.e., with desired structural and logical
properties)? Towards a loose (and efficient) approach to translate raw paths into logical

ones – not a strict encoding (as often seen in the literrature).
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A GREEDY ENCODING APPROACH...
...BUT WITH A LOOSE MODEL! Key insights:

▶ Go as far as possible (until the
link is not on the DAG)!

▶ Check that all paths in the DAG
have better or equal properties
(typically on the delays);

▶ Support multiple types of
segments (IGP, Delay, Flex-algo
in general...)!

25



SEVERAL STRATEGIES/OPTIONS TO EXTEND⩽\0
Option R Segment list xR-dominates y, iff:
Constrained-SR
oneBest ≼ d(x) ⩽\0 d(y) ∧ d0(x) ≤ d0(y)

allBest ≺ x ≼ y ∧ d(x) ̸= d(y)

all ≺≺ d(x) <\0 d(y) ∧ d0(x) ≤ d0(y)

Lexicographic-SR
oneBest ⩽p d(x) <\0 d(y) ∨

(
d(x) =\0 d(y) ∧ d0(x) ≤ d0(y)

)
allBest ◁ d(x) <\0 d(y) ∨

(
d(x) =\0 d(y) ∧ d0(x) < d0(y)

)
all ◁◁ d(x) <\0 d(y)

Definitions of the set of relations supported by GoFoR-SR: each corresponds to a specific
strategy/option, that is respectively comparison andmulti-path.
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ILLUSTRATION OF OUR SET OF STRATEGIES
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Distribution of optimal distances toward a given destination, depending on the strategy
and the encoding scheme.
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A SIMPLIFIED RECIPE: LAST SOURCE IS THE KEY!

Definition of the extended relation

LetR be a dominance relation over SR-distances. The extended relation
♢
R associated

withR is defined over segment lists as follows. For any segment lists L and L′, we have

L
♢
R L′, i.e., L′ is

♢
R-dominated by L, if either

(i) d(L)R d(L′), and Ltypelast = L′typelast ∧ L
src
last ∈ L

′
last;

(ii) or d(L)R (d0(L′)− 1, d\0(L′))

where Llast denotes the last segment of L and Lsrclast its source. Notation d\0 refers to the
exclusion of metric d0 in the vector of consideredmetrics.

28



APPLY THE RECIPE: WRAP SR AROUND ANYA

Theorem: the extended dominance
♢
R is isotonic

The extension of a
♢
R-dominated path remainsR-dominated, even after extensions.

Formally, from algorithmA (⩽\0), every call to ↪→ (insert path p in the PQ)

p
⩽\0
↪→ P

is replaced by a call (generalized for non dominated paths)

ENCODE(p)
♢
R
↪→ L

with L
R
↪→ L ⇔ @L′ ∈ L such that L′RL

29



A LAST EXAMPLE: 2COP IS BACK!
DELAY CONSTRAINED (<7 MS) – LEAST COST
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How to implement such a logical metaDAG in a constrained architecture with limited
ressource (e.g., # stages in the pipeline andmemory limitations)?
Our goal is to enable Load Balancing driven at the source!
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OVERALL COMPLEXITY OF GOFOR-SR

nΓ.MSD× log(nΓ.MSD) +mn(Γ.MSD)2

instead of
MSD · Γ · n2

with:

▶ n andm, the cardinal fo nodes and edges respectively;

▶ Γ, the maximal number of non dominated paths per node (typically Γ ≈ 1000);
▶ MSD, the maximal number of segments (MSD ≤ 10).

Butm ≈ n in the raw graph and n ≈ 1 inmn(Γ.MSD)2 in practice..!
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PERFORMANCE EVALUATION
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GoFoR-SR is efficient, both in terms of encoding and computing time.
32



CONCLUSION & PERSPECTIVES



SUMMARY

SR enables various and complex tactical TE: from FRR up to DCLC paths...

▶ BEST2COP for worst-case graphs (e.g. dense ones)

▶ GoFoR-SR for usual graphs (e.g. sparse metric-aligned ones)

▶ in addition, and overall, GoFoR-SR is more versatile!

With GoFoR-SR, the maximal number of segments, MSD, can be handled with several
options: whatever the use-case and the strategy, GoFoR-SR is efficient and easy to wrap
around any path computation algorithm.
Moreover, it deals with any type of segments and can combined them (i.e. not only IGP
base ones).
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FUTURE WORKS

We aim to implement GoFoR-SR in P4!
A prototype to inspect all corner aspects of an almost real deployment such as:

▶ implementation of logical (meta)DAG in Match Action tables?

▶ fast-reroute implementation: how to quickly switch on failovers?

▶ load-balancing at the source: use 2COP and its end-to-end delay estimation to
balance TCP flows?

▶ generally speaking, how to optimize the TCAMmemory?

Finally, perform experiments and performance evaluation on real hardware!
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