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A BRIEF PRESENTATION: WHO IS THIS GUY?



MY MAIN RESEARCH CONTRIBUTIONS

TwoMain Research Topics to Improve the Internet
Both about Routing but from two distinct perspectives

1. Routing Algorithms & Protocols: Compute and Deploy Valuable IP Routes
▶ Fast and correct convergence for several changemodels:

link and node failures, maintenances or BGP hot potato
▶ Multi-metric andmulti-paths for traffic engineering

2. IP Measurements in Transit Networks: Topology Discovery & Large Scale Monitoring
▶ Reveal Hidden MPLS Tunnels and Forwarding Detours
▶ Troubleshoot ISP (Internet Service Provider) Networks
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CONTEXT



INTERNET: THE WORLDWIDE DISTRIBUTED SYSTEM

▶ Large scale: soon 100, 000 Domains (including≈ [100...10, 000] routers), 1M IP
prefixes andmuchmore end-devices than human beings!

▶ Complex: numerous heterogeneous hardware and software components

▶ Innovation is difficult and challenging:
▶ The universal common technology for connecting all devices lies in the IP data-plane
▶ The IP control-plane (i.e. the routing) provides means to install andmanage

forwarding routes, e.g. with MPLS or Segment Routing (SR) w.r.t. the type of service
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THE BIG PICTURE
OVERALL, A COMPLEX ECOSYSTEM!
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TWO SCALES AND SEVERAL TECHNOLOGIES
Two scales of routing operations:

▶ inter-domain or AS-wide level: BGP
▶ intra-domain or router level within an AS: IGP
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TWO SCALES AND SEVERAL TECHNOLOGIES
Two scales of routing operations:

▶ inter-domain or AS-wide level: BGP
▶ intra-domain or router level within an AS: IGP

Several technologies and paradigms:

▶ Hop-by-hop packet forwarding (for best-effort traffic),
or loose source routing, e.g. with SR or MPLS tunnels

▶ With packet encapsulation, one can enable Traffic Engineering (TE) for premium
flows, or deploy Load Balancing (LB) and Fast-ReRoute (FRR) for all services.
A single deviation from the best-effort usual IP forwarding scheme is often enough

4



BACKGROUND: INTERNET ROUTING PROTOCOLS

Two respective paradigms for inter- and intra-domain routing:

▶ with BGP, preferences are local and selfish: the path vector protocol may diverge
▶ sufficient conditions for convergence a priori met in practice (valley free routes and usual

economical incentives)

▶ within IGP link-state routing protocols (e.g. OSPF, IS-IS), the objective is globally
consistent, typically aminimum function applied on an additive metric: (min,+)

▶ convergence is granted (thanks to the isotonicity &monotony of routing operations),
but anomalies, e.g. forwarding loops and path sub-optimality, still occur during
transient periods of change

5



THE IGP AND BGP ARE ENTANGLED
HOT AND COLD POTATO ROUTING: MED & IGP DISTANCE

Step Criterion

1 Prefer highest local-pref (economical relationships)
2 Prefer shortest as-path (global optimality)
3 Prefer lowest origin
4 Prefer lowest med cold potato routing
5 Prefer routes learned over ebgp
6 Prefer lowest igp cost hot potato routing!
7 Prefer lowest router-id (arbitrary tie-break)

Let’s recall some IGP problems first... 6



ROUTING CHANGES: ILLUSTRATION IN RENATER
The DCART project deployed in the French Educational & Research Network
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Topological changes are common and links are often flapping 7



ROUTING CHANGES: ILLUSTRATION IN RENATER
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A not so simple ECMP
forwarding loop

Forwarding loops do occur, in particular when routers reboot!
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BGP IS NOT JUST EXTERNAL CONNECTIONS
PEERING WITH INTERNAL NEIGHBORS IS ALSO NECESSARY!

eBGP connections iBGP + IGP redistribution

Scalability issues: replace full mesh with route reflections 9



CONVERGENCE OF ROUTING SYSTEMS



FAST-REROUTING
IGP WIDE: FROM LFA TO TI-LFA

To avoid inconsistent transient forwarding states to occur,
backup paths should be loopfree: during the convergence, packets must be safely released
at a node where the failed link is not used even before its failure

Theorem (one segment is enough with symmetric weights)
In symmetric networks (w is a symmetric valuation function), post-convergence paths
require only one intermediary detour to be safely deployed.

⇒ TI-LFA benefits from this property to deploy post-convergence paths using one node or
one adjacency segment at worst. At best, one local LFA is enough.
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TI-LFA
AND ITS MOST EFFICIENT UNDERLYING ALGORITHM (TBFH)

Definition (post-convergence paths)
A post-convergence path p2(s, d) is an optimal path w.r.t the failure of link (s, n1(s, d)).

Theorem (post-convergence paths have the same cost as 1-alternate paths)
TBFH returns all p1(s, d) and p2(s, d) for a given s ∈ V and ∀d ∈ V in only 2 SPC runs.
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HIERARCHICAL FORWARDING
A FLEXIBLE DATA-PLANE
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From the LPM lookup up to L2 interface!
Flat forwarding engines are much less efficient to manage...
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PREFIX INDEPENDENT CONVERGENCE (PIC)
PROVIDE AND EXPLOIT BACKUP OPTIONS

PIC handles twomain cases:

1. PIC-core: an internal event occurs, so just relying on the hierarchical FIB is enough...
2. PIC-edge: the failure of a border router occurs, so what? provision a secondary
backup gateway!

Limitations of PIC (simple but naive):

▶ Not optimal for core: PIC assumes the gateway remains the same after the IGP event
▶ PIC-edge does not provide enough gateways: ensuring optimality for any IGP event
require more gateway diversity

▶ And overall, not enough resiliency: what if bi-connectivity towards a given gateway is
not ensured?
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BGP ADD-PATH
INCREASE THE INTERNAL VISIBILITY (IBGP DIVERSITY)

The goal of Add-Path is not really about enabling BGPmulti-path, but it is rather about:

▶ mitigating the churn: avoid superfluous iBGP signalisation (most becomes
unnecessary with more diversity)

▶ mitigating internal MED oscillations: more aware route reflectors!
▶ and evenmore...

Indeed, for the second item, some options of Add-Path, like the most extreme one
(Add-Path All), enables to fix the absence of total order due to the MED.
However, it does not scales well on the contrary of other options like 2 AS wide (but that
comes with no guarantee).
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TOWARDS A NEW MODEL?
NOR PIC NEITHER ADD-PATH ARE SUFFICIENT FOR IDEAL CONVERGENCE!

Vanilla BGP

PIC

Add-path

PIC+Add-path

OPTIC / Add-path

IGP event

Optimal forwarding state

Sub-optimal forwarding state

Unreachable / sub-optimal forwarding state

Optimal forwarding state 
 is reached

Connectivity is restored 15



OPTIC, THE IGP SHIELD FOR BGP



OPTIMAL PROTECTION TECHNIQUE
FOR INTER-INTRA DOMAIN CONVERGENCE (OPTIC)
Goal
Fast optimal BGP convergence for IGP events

Challenge and Originality
OPTIC solves the hot-cold potato problemwhile existing schemes only mitigate it; with
enough iBGP visibility for stable deterministic MED & IGP diversity for hot-potato routing,
define sufficient conditions to optimally protect each IP prefix for any IGP event

The Algorithm in a Nutshell

▶ Stack enough MED-aware Rounded (MR) sets to ensure k-node connectivity (k > 1)
−→ Optimal Protecting Rounded (OPR) set

16



PROBLEM STATEMENT: PROTECT THE POTATO
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▶ Optimally protect the traffic from s, the
ingress PER, towards external prefix p:
▶ considering any single internal failure
▶ as well as the failure of the egress PER

▶ Which routes s needs to protect p (OPR)?
▶ obviously, the best route R1: via n1 at AS 1
▶ but also all the routes thatmay turn to be the

best after any single event: via n2 and n3

▶ Current deployed approaches (e.g.,
PIC+Add-Path) neglect several aspects
▶ no explicit check for k-node disjoint paths
▶ intermediary transient sub-optimal routes
▶ insufficient diversity for MED re-convergence
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PROBLEM STATEMENT: PROTECT THE POTATO
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THE DATA-STRUCTURES: MR AND OPR SETS
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Routes are sorted in a tree
Typically 1 or 2 MR for 1 OPR set

The OPR is updated only if necessary
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THE DATA-STRUCTURES: MR AND OPR SETS
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STABILITY OF THE OPR SETS
OPTIC HAS AT LEAST ONE STEP AHEAD

bi-connectivity

Network states

Events

Events requiring 
set updates
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ANALYTICAL RESULTS
OPTIC IN MATH |OB,P,ps| =
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Type of AS # gateways per class # prefix per class # distinct OPR sets OPR sets median size Lower bound
Stub (10; 20; 0) (700K; 100K; 0K) 3945 4 235
Tier 3 (10; 50; 100) (500K; 200K; 100K) 46 010 3 6219
Tier 2 (5; 500; 2000) (500K; 200K; 100K) 263 219 2 197 194
Tier 1 (0; 50; 5000) (0K; 600K; 200K) 232 180 2 199 633 20



PERFORMANCE EVALUATION
THE NUMBER OF GROUPS (# GROUPS) DEPENDS ON B (# GATEWAYS) AND...r?

The class breakdown (r): this ratio determines the # prefixes reported to B in each class!

# groups / r (B = 500) # groups / B (r = 5)
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DATA-PLANE UPDATES: ILLUSTRATION WITH OPTIC

Registers:
SeqN
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With a programmable switch, updates can be conccurently performed both at the
control and data-planes.The number of groups or prefixes is not anymore a processing
limitation (but only a spatial one)!

How to efficiently retrieve the new optimal BGP NH after an IGP change? 22



ONGOING STEPS

▶ Develop a prototype in P4 for our Tofino hardwares and combine it with FRR at the
control-plane...

▶ Evaluate our proposals with respect to several competitors within open
simulation/emulation frameworks (e.g., with NS3/BIRD or FRR)

▶ Finally, design a comprehensive fast-reroute framework enabling a combination
with OPTIC (e.g., based on SR for IGP) and BGP wide techniques
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CONCLUSION & PERSPECTIVES



SUMMARY

OPTIC enables a fast convergence of BGP in case of IGP events. In addition, it is:

▶ efficient, i.e. almost no overhead (w.r.t. vanilla BGP)

▶ truly optimal, w.r.t. PIC, it avoids transient sub-optimal states

▶ more robust than usual approaches: prevent most MED oscillation problems and
corner cases with no enough network resiliency!
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A RADAR CHART...
...TO RULE THEM ALL!
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FUTURE WORKS
COMPLETE ONGOING STEPS AND GO EVEN FURTHER...

▶ Move (most of) OPTIC from the control-plane to the data-plane;
▶ Evaluate it with more realistic (and likely more favorable) scenarios;
▶ Overall, build a FRR+P4 setup for a comprehensive fast-reroute prototype!

▶ Go further looking at protection for Traffic Engineering routeswithin the same
context (IGP events for transit traffic)
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